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Variations in extreme wave events near a
South Pacific Island under global warming:
case study of Tropical Cyclone Tomas
Kenji Taniguchi1* and Yoshimitsu Tajima2

Abstract

The intensification of tropical cyclones (TCs) and wind-induced ocean waves is expected to be amplified under
global warming conditions. In 2010, strong TC Tomas approached the Fiji Islands and caused severe damage. Here,
an ensemble simulation technique is combined with a pseudo-global warming (PGW) method to investigate future
variations in TCs and wind-induced ocean waves. Ensemble PGW simulations were implemented using the weather
research and forecasting (WRF) model with five different future projections. Hindcast and PGW simulations showed
similar tracks of Tomas. In four PGW simulations, the central pressures of the simulated TCs decreased. Enhanced
near-surface wind was recognized in three PGW simulations around the Fiji main island (Viti Levu). In the other two
future simulations, the surface wind speed was weaker than the one in the present climate because of the slight
eastward shift in the track and delayed development of the TC. WaveWatchIII (WW3) was applied for offshore wave
simulations forced by the wind field obtained by WRF simulation results. In three future simulations, a clear increase
in the maximum significant wave height (Hs) was found on the southeastern coast of Viti Levu. One future
simulation yielded almost the same offshore wave characteristics as those under the present climate. In another
future simulation, the ensemble mean Hs was as high as that in the present climate, but extremely large Hs values
were found in several ensemble members. Future simulations using multiple global climate model (GCM)
projections showed possible variations in TCs and wind-induced ocean waves which is useful for the risk
assessment of various hazards.
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Introduction
Ocean surface waves are generated by local surface wind;
thus, wave characteristics are highly affected by varia-
tions in atmospheric conditions caused by climate
change. In the region of tropical cyclones (TCs), ty-
phoons, and hurricanes, extreme ocean waves cause dis-
aster in coastal areas. A large number of studies have
reported an increasing number of the most intense cy-
clones under future global conditions (Knutson et al.
2010; Marciano et al. 2015; Kanada et al. 2017a; Nayak
and Takemi 2019, etc.). Projections of the future ocean
wave induced by strong storms (TCs, typhoons, and hur-
ricanes) are crucial for assessing the impact of climate

change on coastal regions and the development of ap-
propriate adaptation strategies. Several studies have fo-
cused on future variations in cyclone-induced ocean
waves and storm surges. Tasnim et al. (2015) performed
hindcast and future simulations of TC Nargis. The pre-
dicted future cyclone was stronger than that in the
present climate. Moreover, the predicted surge in the fu-
ture TC was approximately 3 m higher than that in the
hindcast. Nakamura et al. (2016) conducted numerical
weather simulations and storm surge simulation of super
typhoon Haiyan under the current and global warming
climates. The simulation results indicated that typhoon
intensity and storm surge will be larger in the future.
Appendini et al. (2017) derived information of TCs from
reanalysis data and future projections of global climate
models (GCMs) and investigated future variations in
wave climates. They found increasing significant wave
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height in certain areas. Timmermans et al. (2017) inves-
tigated future variations in global wind-induced wave cli-
mate and showed further increases in extreme wave
height in TC regions. However, there was large variation
in wave heights; detail assessments for specific region
are indispensable. Patricola and Wehner (2018) investi-
gated anthropogenic influence on extreme TCs. They
implemented high-resolution numerical simulations of
TCs under the current, pre-industrial, and future climate
conditions and found that the intensification of future
TCs is larger than the change in TCs from the pre-
industrial to the current climate.
For future climate assessment, the output of GCMs

are used; however, these model predictions do not in-
clude ocean waves, and some analysis or numerical
simulation is needed to interpret the effects of any pro-
jected change in the climate on ocean waves. Moreover,
a high spatial resolution is desirable in such projections
to assess detailed impacts of changes in the wave climate
for specific coastal areas. Statistical projection is one
major approach to produce a wave climate projection.
There are also numerous estimations of the future wave
climate from numerical wave models. Laugel et al.
(2014) compared finer resolution wave climates esti-
mated based on either statistical or dynamical downscal-
ing methods. This study found that the results based on
the dynamical method showed better predictive skills of
the observed wave climates, and the difference in the
computed wave climates between the dynamical and
statistical methods was more significant under more se-
vere conditions of global warming. The same study also
highlighted that statistical methods have disadvantages
in the estimation of the tails of the wave probability dis-
tributions or extreme cases. Martinez-Asensio et al.
(2016) also compared the results of statistical and dy-
namical downscaling for the North Atlantic wave cli-
mate and found that a statistical model based on wind
speed yielded results similar to the dynamical downscal-
ing results. The statistical model using climate indices,
sea level pressure, and/or pressure gradient, however,
did not reproduce the long-term trend found in the dy-
namical downscaling results. In addition, statistical
downscaling methods neglect swell effects (Mori et al.
2013). Therefore, dynamical methods could be more ap-
propriate for estimating the possible impact of climate
change under more severe conditions.
Hemer et al. (2013) showed that the direct use of

GCM output to force a wave model can cause biases in
the wave climate or the overestimation of wave gener-
ation in broad regions of the southern Pacific Ocean due
to swells. Subsequent work by Hemer and Trenham
(2016) showed poorer skill in wave simulation or larger
negative biases in the wave height when the GCMs out-
put from the Coupled Model Intercomparison Project

Phase 5 (CMIP5; Taylor et al. 2012) was directly used to
force a wave model. To prevent the above-referenced
bias effects of the GCMs, a pseudo global warming
(PGW) method has been proven to be useful (Sato et al.
2007). In early PGW method, atmospheric conditions
were generated by considering variations of thermo-
dynamic and momentum conditions under increasing at-
mospheric temperature (Schär et al. 1996). In the recent
PGW method, future anomalies generated from the
GCM output are added to the reanalysis data. Then,
new future conditions (or PGW conditions) are pro-
duced. The PGW conditions are very similar to the re-
analysis data used as initial and boundary conditions for
reproductive simulations. However, they contain large-
scale differences in future climatological conditions.
Simulations forced by the PGW conditions can be com-
pared with simulations forced by the reanalysis data,
which are expected to be more accurate than the results
obtained from the direct use of the GCM outputs. To
evaluate possible future variations in extreme weather
events, the PGW method was applied to actual past ex-
tremes (Hill and Lackmann 2011; Lackmann 2015; Mer-
edith et al. 2015; Taniguchi and Sho 2015).
The South Pacific is one of the major ocean basins

where TCs occur. Most tropical islands are affected by
the passage of violent storms. At the same time, Fiji is
located along the southern border of the South Pacific
convergence zone and is exposed to seasonal trade
winds that greatly influence the wave climate. In March
2010, TC Tomas hit the northern and eastern areas of
Fiji as a Category 4 TC on the Saffir-Simpson scale.
Tomas brought destructive winds and heavy rains. In
Fiji, two lives were lost, 649 houses were destroyed, and
1387 houses were damaged. The Fiji National Disaster
Management Office estimated that the total damage was
almost $43.6 million USD. Regarding TC behaviors in
the South Pacific, decreasing frequency is reported
(Walsh et al. 2012; Bell et al. 2019; Walsh et al. 2015;
Zhang and Wang 2017; Yoshida et al. 2017). Walsh et al.
(2015) showed insignificant variations in frequency of in-
tense TCs under the global warming condition. Zhang
and Wang (2017) found that decreasing tendency is
more significant for weak TC in the South Pacific. On
the other hand, results in Yoshida et al. (2017) indicates
decreasing frequency of category 4 or 5 TCs. These re-
sults indicate uncertainty in future variations of TC in
the South Pacific.
In this study, numerical weather simulations with the

PGW method are implemented for TC Tomas. An en-
semble simulation technique (i.e., the lagged-simulated
perturbation (LSP) method) developed by Taniguchi
(2018) is combined with the PGW simulations to con-
sider uncertainties in the forcing data of the simulations.
Then, wave simulations are determined with wind data
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from the meteorological simulations to investigate future
variations in extreme waves induced by TCs around Fiji.

Methods/Experimental
Data
This study uses the National Centers for Environmental
Prediction (NCEP) FNL (Final) Operational Global Ana-
lysis (NCEP FNL) for the initial and boundary conditions
of the hindcast weather simulation of TC Tomas and
the base state of the PGW conditions. NCEP FNL pro-
vides data with a spatial resolution of 1° × 1° at a time
interval of 6 h. The FNL product is generated on a six-
hourly basis by the global data assimilation system
(GDAS) at NCEP from 1999 to a near-current date. Ob-
servational data from the Global Telecommunications
System (GTS) and other sources are used in GDAS. The
FNL is made with the same model used in the Global
Forecast System (GFS), although it is prepared approxi-
mately 1 h after the GFS is initialized. Thus, more obser-
vational data are accounted for in the analysis. The
analyses are available at the surface, 31 pressure levels
from 1000 millibars to 1 millibar, and other specific
layers as the tropopause, cloud bottom level, cloud top
level, and several other levels. The parameters include
surface pressure, sea level pressure, geopotential height,
temperature, sea surface temperature (SST), soil values,
ice cover, relative humidity, u- and v-winds, vertical mo-
tion, vorticity, and ozone (NCEP 2018).
The present simulation used SSTs from the National

Oceanic and Atmospheric Administration (NOAA)
Optimum Interpolation 1/4 Degree Daily SST (NOAA
OI SST) analysis data (Reynolds et al. 2007) as a lower
boundary condition for the numerical weather simula-
tions. The NOAA OI SST is a dataset that combines dif-
ferent types of observation (satellites, ships, and buoys).
In situ data from ships and buoys are used for the large-
scale adjustment of satellite biases. The product uses
SSTs from the advanced very high resolution radiometer
(AVHRR) and Advanced Microwave Scanning Radiom-
eter on the Earth Observing System (AMSR-E). The
spatial resolution of the product is 0.25° × 0.25°, which is
higher than that of the NCEP FNL reanalysis product.
The PGW conditions consist of the NCEP FNL data

and future climate projections from five different GCMs
that were developed for CMIP5 (Taylor et al. 2012). In
CMIP5, several scenarios of atmospheric greenhouse gas
concentrations (i.e., representative concentration path-
ways; RCPs) were applied to generate future projections
under different climate conditions. In this study, future
projections based on the RCP8.5 scenario were used for
preparation of the PGW conditions. In the RCP8.5 sce-
nario, the radiative forcing of the Earth in the year 2100
is 8.5 W/m2 greater than the preindustrial level. Based
on the evaluation of climate models in CMIP5 report

(Flato et al. 2013), reproducibility of SST was investi-
gated for 20 available GCM projections, and five GCMs,
which exhibited the better reproducibility of SST than
the others, were selected to prepare PGW conditions.
The five GCMs used in this study are listed in Table 1.

Numerical weather simulation
The weather research and forecasting (WRF) model ver-
sion 3.5.1 (Skamarock et al. 2008) was used for the nu-
merical weather simulations. As shown in Fig. 1, two-
way, two-level nesting was adopted in this study. The
spatial resolutions of the simulations were 30 km and 6
km for the parent (D01) and child (D02) domains, re-
spectively. The number of vertical layers was set to 35 in
both domains. The atmospheric pressure at the top
boundary of the domain was set to 20 hPa. Various pa-
rameterizations are available for each physical process.
The parameterization settings in this study are shown in
Table 2.
In this study, extreme weather events in a specific area

(e.g., around the main island of Fiji, Viti Levu) were in-
vestigated by applying the ensemble simulation tech-
nique (LSP method described later) to obtain several
simulation results. To compare the variations in the
characteristics of typhoons and ocean waves in a specific
region under different climate conditions, the results of
the ensemble simulations must have similar meteoro-
logical spatial distributions. Therefore, for D01, a spec-
tral nudging method was applied for atmospheric
temperature, zonal wind, meridional wind, and geopo-
tential height every 6 h above a height of 6–7 km.

Wave simulations
The third-generation spectral wave model WaveWatch-
III (WW3; Tolman 2009) was used for the wave

Table 1 CMIP5 model outputs used in this study. Data
resolution information is obtained from the website of the
European Network for Earth system Modeling (2019)

IPCC ID Institute (country) Data resolution
(Lon × Lat)

1 GFDL-CM3 Geophysical Fluid Dynamics
Laboratory (USA)

2.5° × 2°

2 HadGEM2-
ES

UK Met Office Hadley Center (UK) 1.875° × 1.25°

3 IPSL-CM5B-
LR

Institute Pierre Simon Laplace 3.75° × 1.8947°

4 MIROC5 Center for Climate System Research
(the University of Tokyo), National
Institute for Environmental Studies,
and Frontier Research Center for
Global Change (Japan)

1.40625° × 1.4008°

5 MRI-CGCM3 Meteorological Research Institute,
Japan Meteorological Agency
(Japan)

1.12148° × 1.125°
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simulation in this study. A two-domain nesting system
was applied to the simulation. The parent domain cov-
ered the sea area around the Fiji Islands and their sur-
roundings, while the child domain covered the sea area
around the main island (Viti Levu) of Fiji (Fig. 1). The
spatial resolutions were 0.1° and 0.033° for the parent
and child domains, respectively. In the simulations, the
wave spectrum at every computational grid point was
discretized to a component of 24 wave directions and 25
wave frequencies from 0.04118 to 0.44617 Hz, with a
logarithmic increment of f(n + 1) = 1.1f(n), where f(n)
represents the nth frequency. The settings used for
WW3 are summarized in Table 3.
Applicability of WW3 for the Central and South Pa-

cific regions was investigated by Durrant et al. (2014).
They showed that significant wave height simulated by
WW3 agreed well with the buoy observation around Fiji.
Their results support confidence of finer resolution
WW3 simulation which resolves the required coastal
variability.

PGW method
Following Sato et al. (2007), the PGW conditions were
generated from NCEP FNL and future climatological
anomalies using the five GCM projections. As in Sato
et al. (2007), future climatological anomalies were calcu-
lated as the difference of 10-year monthly mean climate
conditions between the future and present. Twenty-year
mean climate conditions are often applied in climato-
logical studies; however, 10-year mean conditions were
used to include impacts of climate change under ad-
vanced global warming conditions. The future 10-year
monthly mean climate conditions were calculated from
2091 to 2100 under the RCP8.5 scenario. The present
conditions were calculated for 1991–2000 in the histor-
ical runs by each GCM. These anomalies were added to
the 6-h atmospheric conditions from NCEP FNL. Then,
a set of PGW conditions were obtained for wind, atmos-
pheric temperature, geopotential height, and surface
pressure. For relative humidity, the original values in
NCEP FNL were used in the PGW conditions, and spe-
cific humidity under PGW was calculated from the rela-
tive humidity and modified atmospheric temperature in

Fig. 1 Domains for the WRF and WW3 simulations. a WRF simulations and b WW3 simulations. The blue and orange areas represent the parent
and child domains, respectively

Table 2 Settings of the WRF simulations

Item Setting

Version 3.5.1

Horizontal spatial resolution 30 km and 6 km

Cloud microphysics WRF single-moment 6-class scheme
(Hong and Lim 2006)

Cumulus parameterization Kain-Fritsch scheme (Kain 2004)

Surface layer physics Revised MM5 surface layer scheme
based on the Monin-Obukhov theory
with the Carlson-Boland viscous
sublayer scheme (Jiménez et al. 2012)

Land surface scheme Noah land surface model
(Chen and Dudhia 2001)

Planetary boundary layer scheme Bougeault-Lacarrère scheme
(Bougeault and Lacarrèr 1989)

Longwave and shortwave
radiation

Rapid radiative transfer model
(Iacono et al. 2008)

Table 3 Settings of the WW3 simulations

Item Setting

Grid type Spherical

Propagation scheme ULTIMATE QUICKEST propagation scheme
with the Tolman averaging technique

Flux computation Friction velocity according to Ea. 2.35

Linear input Cavaleri and Malanotte-Rizzoli with filter

Input and dissipation Tolman and Chalikov (1996) source term
package

Nonlinear interaction Discrete interaction approximation

Bottom friction JONSWAP bottom friction formulation

Depth-induced breaking Battjes–Janssen

Bottom scattering None

Triad interaction None
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the future climate. In the PGW conditions, the ranges
and patterns of the temporal variations (e.g., diurnal,
seasonal, and interannual variations) of the variables
were the same as the reanalysis data and future varia-
tions were not included. Even with such a limitation, the
PGW method can be easily applied and is useful to in-
vestigate the effects and impacts of global warming on
the climatological mean conditions. The SSTs for the
PGW conditions were generated by adding the SST
anomalies obtained from the future and present climates
in each GCM to the NOAA OI SST dataset. Using the
corresponding number of each GCM in Table 1, the en-
semble experiments with the PGW conditions are
termed PGW-1, PGW-2, PGW-3, and so on, and the en-
semble hindcast is called CTL.
Figures 2 and 3 show composite of atmospheric

temperature and geopotential height at 850 and 500 hPa
layers for the hindcast and 5 PGW conditions. These at-
mospheric conditions are parts of initial condition by
WRF simulations. There are considerable differences in
the atmospheric temperature at 850 and 500 hPa (T850
and T500, respectively) among 5 PGW conditions, but
all results show higher T850 and T500 than in the initial
condition for the hindcast. In warmer atmospheric con-
dition, saturation specific humidity of atmosphere also
increases and more precipitation is expected. Increasing
precipitation could cause more latent heat release in TC,
and it would sustain TC intensity. Geopotential height at

850 and 500 hPa are also higher in PGW conditions, but
atmospheric structure (or horizontal patterns of geopo-
tential height) is similar for the hindcast and PGW
conditions.
Figure 4 is spatial distribution of SST at the initial time

of the hindcast and 5 PGW simulations. There are sig-
nificant increases in SST for PGW conditions, and it
could provide more heat and moisture flux from the
ocean to the atmosphere in PGW conditions. Then,
there is high likelihood of intensification of TC. On the
other hand, surface heat flux and moisture fluxes are de-
termined by relative difference between the surface and
atmosphere, and warmer SST does not always provide
large heat and moisture from the ocean.

Ensemble simulation
A new, simple ensemble simulation method (i.e., the
LSP method) developed by Taniguchi (2018) was used in
this study. The LSP method is based on the lagged aver-
age forecasting (LAF) method (Hoffman and Kalnay
1983). The LAF method makes multiple simulations that
start at different initial times. In the LSP method, en-
semble simulations are conducted in three steps. First,
three simulations starting at different initial times are
implemented to obtain three base state vectors (X1, X2,
and X3) at an appropriate interruption time. Second, two
difference vectors (ΔX2 and ΔX3) are calculated as the
difference between X2 and X1 and between X3 and X1,

Fig. 2 Spatial distribution of atmospheric temperature and geopotential height at 500 hPa for the initial time. a The result of CTL. b-f The results
of each PGW simulation. Shading is atmospheric temperature, and contours are geopotential height. The unit of the color bar is Kelvin
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Fig. 3 Spatial distribution of atmospheric temperature and geopotential height at 850 hPa for the initial time. a The result of CTL. b-f The results
of each PGW simulation. Shading is atmospheric temperature, and contours are geopotential height. The unit of the color bar is Kelvin

Fig. 4 Spatial distribution of sea surface temperature for the initial time. a The result of CTL. b-f The result of each PGW simulation. The unit of
the color bar is Kelvin
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respectively. Third, new state vectors (Xn) are prepared
from a single base state (X1) and the two difference vec-
tors (ΔX2 and ΔX3) using the following equation:

Xn ¼ X1 þ αΔX2 þ βΔX3

where α and β represent the scale factors for ΔX2 and
ΔX3, respectively. Then, the ensemble simulations are
conducted from the interruption time with the new state
vectors. The initial and interruption times are shown in
Table 4. In the new state vectors, atmospheric
temperature, zonal and meridional wind components,
specific humidity, atmospheric pressure, and SST are up-
dated via the LSP method. The same scale factors (α and
β) are applied for all variables. The LSP method is only
applied to the initial conditions. The boundary condi-
tions are the same for all ensemble members. The LAF
method requires unnecessarily large lags to generate
many ensemble members. Furthermore, the LAF method
should yield large differences in accuracy depending on
the length of the simulations. As shown in Table 4, three
simulations have different initial time, but others are
started from the same initial time. Therefore, the afore-
mentioned weaknesses of the LAF method are elimi-
nated in the LSP method. The scale factors used in this
study are given in Table 5, and 19 members are pro-
duced for each ensemble simulation (one present and
five future climate simulations).

Results and discussion
Hindcast of TC Tomas and ocean waves
Figure 5a shows the track of TC Tomas based on the
best track data from the Joint Typhoon Warning Center
(JTWC) and the tracks of the hindcast ensemble from
WRF. TC Tomas moved from the north to south. In the
early stage (i.e., north of 20° S), simulated tracks and the
best track agree well with each other. On the other hand,
south of 20° S, the simulated tracks are slightly moved
from the best track in the eastward direction. However,
the track of TC Tomas is reproduced well in the WRF
simulations because of the effect of the spectral nudging.
Figure 5b shows the temporal variations in the central
pressure of TC Tomas. The central pressure of the best
track data reaches a minimum central pressure of 937

hPa, whereas the ensemble mean central pressures of
the present simulation yields a minimum pressure of
949.8 hPa, and the lowest minimum central pressure of
the 19 ensemble members is 932.9 hPa. These results in-
dicate that several ensemble members duplicate strong
TCs that are as intense as actual TC Tomas (or the
JTWC result). Although the time profile of the simulated
central pressure appears to be delayed for approximately
1 day compared with that of the best track data, the sim-
ulated profile reasonably captures the decreasing slope
and minimum central pressure of the best track data.
Several studies have shown delayed intensification of
simulated TCs (Oku et al. 2010; Takayabu et al. 2015;
Nasuno et al. 2016; Kanada et al. 2017b; Nayak and
Takemi 2019). Takayabu et al. (2015) indicated the effect
of initial and boundary conditions on TC simulations.
Nayak and Takemi (2019) also highlighted the role of
initial and boundary conditions in delayed TC develop-
ment. Moreover, Nasuno et al. (2016) showed that small
latent heating differences over the ocean can delay the
development of TCs. Kanada et al. (2017b) indicated
that sea surface cooling can suppress the delayed evolu-
tion of the simulated TCs. However, it is not the main
scope of this study to improve the boundary condition
(SSTs) and surface physics schemes. Therefore, the fu-
ture simulations were conducted based on the results
shown in Fig. 5.
Figure 6 shows the spatial distribution of the simulated

and observed surface wind speeds around Fiji. The ob-
served wind speed was obtained from Advanced Micro-
wave Scanning Radiometer for EOS (AMSR-E) onboard
the Earth observation satellite Aqua (Shibata 2006). To
compare the overall structure of TC Tomas, the WRF
simulation results are extracted from the parent domain.
At 14 UTC on 15 March 2010, the peaks of the sea sur-
face wind speeds based on the AMSR-E and WRF simu-
lations are located in nearly the same place, and the
peak wind speeds obtained from the AMSR-E and WRF
simulations are comparable, although the area of rela-
tively strong wind is wider in the WRF simulation than
in the AMSR-E-based observations. At 02 UTC on 16
March, the WRF simulation result shows a larger wind
speed near the center of TC Tomas and a wider area of
relatively high wind speed compared to the AMSR-E-

Table 4 Initial and interruption times of the WRF simulations.

Run Initial time Interruption time (generating
new ensemble members)

End of
simulation

Run to
make X1

00 UTC 11 March 00 UTC 12 March 00 UTC 17
March

Run to
make X2

06 UTC 11 March

Run to
make X3

12 UTC 11 March

Table 5 Combination of scale factors (α and β) to produce the
ensemble members

Combinations of scale factors (α and β)

(− 1/3, 1/3) (− 1/3, 2/3) (− 1/3, 1) (0, 1/3)

(0, 2/3) (1/3, − 1/3) (1/3, 0) (1/3, 1/3)

(1/3, 2/3) (1/3, 1) (2/3, − 1/3) (2/3, 0)

(2/3, 1/3) (2/3, 2/3) (1, − 1/3) (1, 1/3)

The three original state vectors (X1, X2, and X3) are excluded
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based observation. The maximum wind speed in the 19
ensemble CTL simulations is 53.1 to 65.3 m/s. In the
best track, the maximum wind speed is 59.2 m/s for TC
Tomas, which is comparable to the result of the CTL
ensemble simulation.
Figures 5 and 6 show good agreement in the central

pressure and surface wind speed, respectively, between
the WRF simulation and the observations at 02 UTC on
16 March, but there are some differences at 14 UTC on
15 March. Although there are some differences between

the observed and simulated results of TC Tomas, the
present WRF simulations reasonably capture the charac-
teristics of TC Tomas. Thus, this study uses the present
WRF simulation to investigate variations in the wind
field under warmer climate conditions.
Using the WRF simulation results to force the model,

wave simulations are implemented by WW3. Figure 7
shows the spatial distribution of the ensemble mean
maximum wind speed in CTL. A strong wind greater
than 45 m/s is recognized southeast of the main island

Fig. 5 Tracks and center pressures of TC Tomas. a Tracks of TC Tomas. The red line represents the best track by JTWC. The green lines represent
the results of the ensemble simulation. b Temporal variations in the center pressure of TC Tomas. The black line represents the result of the best
track by JTWC. The red line indicates the ensemble mean center pressure. The range of the ensemble spread is represented by green shading

Fig. 6 Comparison of the wind speed around the Fiji Islands. a AMSR-E sea surface wind at 14 UTC on 15 March, b AMSR-E sea surface wind at
02 UTC on 16 March, c WRF 10 m wind speed at 14 UTC on 15 March, and d WRF 10 m wind speed at 02 UTC on 16 March. The unit of the
color bar is m/s
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of Fiji (Viti Levu). The spatial distribution of the ensem-
ble mean maximum significant wave height (Hs) in CTL
shows significantly high waves in the area of strong wind
(Fig. 8a). The maximum Hs in the target domain is from
15.2 to 18.9 m southeast of Viti Levu. Figure 8b shows
the temporal variation in Hs around the offshore region
of Suva (178.47° E, 18.20° S). The maximum Hs around
Suva (Hs_max) appears at approximately 00 UTC on 16
March. The ensemble mean Hs_max is 8.63 m, and the
maximum Hs_max in the 19 ensemble members is 9.26
m. In the case of TC Tomas, there is no observation data
for ocean waves. In Barstow and Haug (1994), the obser-
vation value of the ocean waves induced by TCs around
Fiji is recorded. In December 1992, TC Joni passed
through the western region of Fiji, and the maximum 1
(10) minute mean wind speeds were 56.9 (45.8) m/s. In
the case of TC Joni, the maximum Hs southwest of
Kadavu Island (located south of Viti Levu, see Fig. 1b)

was 7.2 m. In the case of TC Tomas, the maximum 1-
min and 10-min means of the wind speed were 59.2 m/s
and 51.4 m/s, respectively. The stronger wind from TC
Tomas could cause a larger Hs than that from TC Joni,
which is consistent with the present results based on the
WW3 computations.

Variations in TC Tomas and ocean waves in the future
Figure 9 compares the TC tracks of CTL and the five
PGW ensemble simulations. The tracks of PGW-2,
PGW-3, PGW-4, and PGW-5 match well with the best
track. While the simulated TC track of PGW-1 slightly
shifts eastward south of 17.5° S, the simulated TC track
agrees reasonably well with the best track data. All five
PGW ensemble simulations give tracks that are approxi-
mately similar to that of TC Tomas in CTL.
The temporal variations in central pressure of the sim-

ulated TC are shown in Fig. 10. In PGW-1 and PGW-5,
the ensemble mean minimum central pressure (Pmin ) is
lower than that in the CTL. The minimum values of
central pressure among the 19 ensemble members in
PGW-1 and PGW-5 are also lower than those in CTL.
These results indicate the apparent intensification of the
TC in PGW-1 and PGW-5. The ensemble mean mini-
mum central pressure is slightly lower in PGW-2 and
PGW-4 than that in CTL, and the minimum values are
no smaller than those in CTL. The minimum value of
the ensemble mean time series in PGW-3 is nearly equal
to that of the CTL. The ensemble spread, indicated by
shading in Fig. 10, shows that the most intense ensemble
member in PGW-3 is also comparable to CTL. Differ-
ence of T500 and T850 (or T500-T850) averaged over
the region of 178E-178W, 14S-22S is shown in Table 6.
In PGW-2 and 3, the difference of the two layers is
smaller than the other simulations. Difference of T850
and SST (or T850-SST) for the same region is also
smaller in PGW-2 and 3 (Table 6). These results

Fig. 7 Spatial distribution of the ensemble mean maximum wind
speed in the CTL. The unit of the color bar is m/s

Fig. 8 WW3 simulation results. a Spatial distribution of the ensemble mean maximum significant wave height in the CTL. The unit of the color
bar is m. b Temporal variation in the significant wave height over the offshore region of Suva in the CTL. The red line represents the ensemble
mean value. Green shading indicates the range of the ensemble spread. The unit for the vertical axis is m
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indicate more stable atmospheric stratification and
smaller upward heat flux in PGW-2 and PGW-3. As
shown in Figs. 2 and 3, atmospheric temperature and
SST are higher in all PGW conditions, and intensifica-
tion of TC is expected in PGW simulations. But more

stable and smaller heat flux could prevent TC
intensification.
Figure 11 shows the difference in the ensemble mean

maximum wind speed between CTL and the five PGW
ensemble simulations. While the TC was intensified in

Fig. 9 Tracks of TC Tomas in the CTL and five PGW ensemble simulations. a The result of CTL. b-f The results of each PGW simulation. The red
line represents the best track by JTWC. The green lines represent the results of the ensemble simulation

Fig. 10 Temporal variations in the center pressure of TC Tomas in the CTL and PGW simulations. a The black line is ensemble mean center
pressure of the CTL. Dashed vertical bars indicate the ensemble spread of the CTL. The blue line is center pressure of JTWC. b–f The results of
each PGW simulation. The red line and the green shading indicate the ensemble mean center pressure and the range of the ensemble spread,
respectively. The result of the CTL is also shown in each panel
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PGW-1 (Fig. 10), the ensemble mean wind speed in
PGW-1 is smaller than that in CTL southeast of Viti
Levu (Fig. 11b). This feature may be caused by an east-
ward shift in the TC track in PGW-1 (Fig. 11b). In an-
other intensified TC simulation (PGW-5), the wind
speed becomes larger in the wider area of domain 2.
PGW-2 and PGW-4 show similar variations in the cen-
tral pressure, but the spatial distributions of the wind
speed are quite different. In PGW-4, significant increases
in the maximum wind speed are recognized, and a weak-
ened wind is found in limited areas. On the other hand,
the ensemble mean maximum wind speed becomes
weaker than that in the CTL in a wide area in PGW-2.
The minimum peak in the central pressure in PGW-2
occurs later than that in CTL (Fig. 10c), and an in-
creased wind speed is found near the southern boundary
of domain 2. These results indicate that the development

of the TC delays PGW-2 and that the wind speed is
weaker around Fiji. The other four PGW simulations
show almost the same timing of the minimum peak in
the ensemble mean central pressure as CTL. In PGW-3,
an enhanced wind is found around Viti Levu, and a
weakened wind occurs east of these areas, which can be
caused by a slight westward shift in the track in PGW-3
(Fig. 11d).
Variations in the ensemble mean maximum Hs (Hs max)

in the PGW simulations are shown in Fig. 12. Generally,
increasing and decreasing Hs max correspond to variations
in wind speed, as shown in Fig. 11. In PGW-3, PGW-4,
and PGW-5, significant increase in Hs max (larger than 0.8
m) is found over the southeastern coast of Viti Levu. In
PGW-1, the eastward shift in the TC track results in a sig-
nificant increase in Hs max over the southeast edge of do-
main 2 and a decrease southeast of Viti Levu. In PGW-2
because of the decreased wind speed shown in Fig. 11,
Hs max is smaller than that in CTL. As discussed in the
previous subsection, such a decreasing Hs max in domain
2 may be because of the slower development of the TC in
PGW-2.
Figure 13 shows the temporal variation in Hs around

the offshore region of Suva (178.47° E, 18.20° S) in the
CTL and five PGW simulations. The ensemble mean Hs

Table 6 Difference of atmospheric temperature at 500 hPa and
850 hPa (T500-T850), and difference of atmospheric temperature
at 850 hPa and sea surface temperature (T850-SST)

CTL PGW-1 PGW-2 PGW-3 PGW-4 PGW-5

T500-T850 − 21.4 − 20.3 − 19.8 − 19.9 − 21.0 − 20.3

T850-SST − 32.2 − 30.4 − 29.9 − 29.9 − 31.5 − 30.6

Results are average for 178E-178W, 14S-22S

Fig. 11 Spatial distribution of the ensemble mean maximum wind speed. a CTL results (same as Fig. 4). b–f Difference in the ensemble mean
maximum wind speed between the CTL and each PGW ensemble simulation. The unit of color bar is m/s
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in PGW-1 shows faster enhancement than that in CTL,
but the maximum value in PGW-1 is the same as that in
CTL. At the same time, the ensemble spread (indicated
by shading) is also the same as that of the CTL. In
PGW-2, the peak of the ensemble mean Hs is the same
as that of the CTL. However, the maximum peak in Hs

in the PGW-2 ensemble is more than 1 m larger than
that in the CTL. In PGW-3, PGW-4, and PGW-5, the
peak of the ensemble mean Hs is clearly larger than that

in the CTL. Even in the minimum case, the peak of Hs is
larger than that in the CTL in these three PGW
simulations.
Figure 14 shows histograms and the probability density

curves of the maximum significant wave height (Hs_max)
around Suva in the CTL and five PGW simulations.
Here, the probability densities were calculated based on
the assumption of a normal distribution. The CTL re-
sults show a peak at approximately 8.5 m, and the range

Fig. 12 Spatial distribution of the ensemble mean maximum significant wave height. a CTL results (same as Fig. 5a). b–f Difference in the
ensemble mean maximum significant wave height between the CTL and each PGW ensemble simulation. The unit of the color bar is m.

Fig. 13 Temporal variation in the significant wave height over the offshore region of Suva. a The result of CTL. Black line and dashed vertical bars
indicate the ensemble mean value and the ensemble spread, respectively. b–f The results of each PGW simulation. The red line and the green shading
represent the ensemble mean value and the range of the ensemble spread, respectively. The result of the CTL is also shown in each panel
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of Hs_max is from 7.5 to 9.5 m. PGW-1 shows similar re-
sults to the CTL. In PGW-2, the probability density peak
of Hs_max is the same as that in the CTL, but the Hs_max

spread is much wider than that in other ensemble simu-
lations. This result indicates that in some global warm-
ing conditions, the average of the extremes is the same
as the present climate, but a significantly severe case can
occur under particular conditions. In PGW-3, PGW-4,
and PGW-5, frequency peaks are found at a significantly
larger Hs_max than those in the CTL. The results of these
three PGW ensemble simulations indicate that, when a
TC similar to Tomas occurs in a future climate, it will
make much larger ocean waves, which could cause se-
vere disasters. Especially in PGW-3 and PGW-4, the
histogram and probability density curves hardly overlap
with those of the CTL, and Hs_max around Suva reaches
an unexpected scale in the present climate with high
probability.
A summary of the CTL and PGW ensemble simula-

tions is shown in Table 7. PGW-4 and PGW-5 indicate
an intensified TC and larger Hs near the offshore region
of Suva in a future climate. The results of PGW-1 and
PGW-2 also show a somewhat enhanced TC, but Hs

near the offshore region of Suva is comparable to that of
the CTL. On the other hand, the intensity of the TC in
PGW-3 is similar to that in the CTL, but Hs is quite lar-
ger than that in the CTL. Significantly high ocean waves
and larger storm surges are expected in PGW-4 and
PGW-5. PGW-1 and PGW-2 show a high possibility of a
larger storm surge, but ocean waves are as high as those
in the present climate. In PGW-3, the scale of the storm
surge is expected to be the same as that in the CTL, but
higher ocean waves are expected in the future climate.
In Table 7, standard deviations and medians are also

shown for the minimum central pressure (Pmin),

maximum wind speed (Umax), and maximum Hs in the
offshore region of Suva (Hs_max). In many PGW simula-
tions, the standard deviations are smaller than those in
the CTL for Pmin, Umax, and Hs_max. Some PGW simula-
tions show larger standard deviations, but they are com-
parable to those of the CTL. At the same time, the
medians for these three variables are almost the same as
the ensemble mean values. Thus, the future intensifica-
tion of TCs and higher ocean waves are not caused by
rare extreme events, but they exist with high probability
when they do occur.

Fig. 14 Histograms (“Freq.”) and probability density function (PDF) curves of the maximum significant wave height. Results are for the offshore
region of Suva in the CTL and five PGW simulations

Table 7 Summary of the WRF and WW3 simulations

CTL PGW-1 PGW-2 PGW-3 PGW-4 PGW5

Pmin (hPa) Average 949 938 942 947 942 936

Min 932 931 936 936 921 917

Max 953 946 952 951 950 945

Std. Dev. 5.0 3.8 4.7 3.7 6.3 6.0

Median 950 938 941 948 942 937

Umax (m/s) Average 56 63 58 57 62 62

Min 51 60 55 54 57 57

Max 65 67 61 61 67 71

Std. Dev. 2.9 2.0 1.7 2.0 2.9 3.2

Median 55 63 58 57 62 61

Hs_max (m) Average 8.6 8.7 8.5 10.1 10.5 9.4

Min 7.9 8.2 7.3 9.8 9.5 8.8

Max 9.3 9.3 10.4 10.6 11.1 10.3

Std. Dev. 0.35 0.30 0.98 0.23 0.45 0.40

Median 8.6 8.6 8.2 10.0 10.4 9.4

All values are calculated from 19 ensemble members of the CTL and five PGW
simulations. Average values larger than the result of CTL are shown in
bold font
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The results in Table 7 indicate various types of hazards
under global warming. For sufficient risk assessment near
coastal areas, various mixed hazards and their possibilities
have to be evaluated based on ensemble simulations using
multiple GCM outputs.

Conclusions
Based on TC Tomas in 2010, ensemble PGW simula-
tions were implemented to investigate future variations
in the characteristics of TCs and induced ocean waves
around Fiji. Five GCM projections were used to produce
PGW conditions for future simulations. The ensemble
mean minimum central pressures of TCs in four PGW
simulations are smaller than those in the hindcast
(CTL). In three of the five future simulations, the tracks
and development of the TC are similar to those of the
CTL. In these PGW simulations, a significant increase in
the maximum significant wave height was recognized
southeast of the Fiji main island (Viti Levu). In the case
of an eastward shift in the track in PGW-1, the signifi-
cant wave height was smaller than that of the CTL
around Viti Levu, but higher in the more eastern re-
gions. In PGW-2, the delayed development of the TC
caused a lower significant wave height around Fiji but a
higher wave height in the southern region. In PGW sim-
ulations whose maximum significant wave height is lar-
ger than the hindcast (or PGW-3, 4, and 5), the
probability density of the maximum significant wave
height in the offshore region of Suva (i.e., the southern
part of Viti Levu) showed that when a TC similar to
Tomas occurs in future climate, there will be signifi-
cantly larger ocean waves, which are not expected under
the present climate. Two PGW simulations showed very
different probability density curves from those of the
CTL, which indicates the high probability of a signifi-
cant wave height dominating the maximum in the
present climate. At the same time, in PGW-2, where
the ensemble mean maximum wave heights are similar
to those in the CTL, a wider variability was found. This
result indicates that variability of ocean waves would be
larger and extremely high ocean waves would be more
likely to occur under the condition of global warming.
In this study, future variation of TC frequency is not
considered. For assessment of effects of future varia-
tions in TC and ocean waves, it is necessary to combine
frequency of TC occurrence and changes in characteris-
tics of extreme events.
Five PGW simulations showed different types of char-

acteristics of TCs and ocean waves in a future climate:
large ocean waves and lower surface pressure (which
cause large storm surge), large ocean waves with moder-
ate pressure, and moderate ocean waves with lower sur-
face pressure. These results indicate the importance of
using future projections from multiple GCMs to make

an adequate evaluation of risk assessments and possible
hazards. For a more comprehensive assessment, more
GCM projections and other global warming scenarios
should be applied for various TC events. By focusing on
a specific area or place, a small difference in the TC
track might significantly affect the results of the wave
simulations or the evaluation of hazards induced by
TCs. Shimura et al. (2015) suggested the importance of
TC track shifts. In addition to various patterns of TC
characteristics using multiple GCM projections, consid-
ering a number of TC tracks is crucial for risk assess-
ment. At the same time, there are limitations in
numerical weather simulations. First, as stated in the
methodology, same lateral boundary conditions were ap-
plied for all ensemble members based on the LSP
method. Second, the spectral nudging was applied to ob-
tain similar TC tracks among the hindcast and PGW
simulations. These limitations may make ensemble
spread smaller and reduce the degree of freedom in TC
simulations. To increase the number of TC samples and
reduce the effect of these limitations, application of sto-
chastic technique may be useful. In this study, possible
future variations of TC characteristics and induced
ocean waves were investigated through the case study of
TC Tomas. For more comprehensive understanding of
impacts of global warming on extreme TCs and ocean
waves, it is indispensable to increase the number of simi-
lar numerical simulations of various TC events. In WRF
simulations, physical processes in the ocean and upwell-
ing water along TC are not fully resolved. It may cause
overestimation of SST and intensity of TCs. Simulations
by atmosphere-ocean coupled model is also important
to consider more detailed processes of TC development
and to enhance the accuracy in estimation of global
warming impacts. At the same time, a technique to
translate the results from numerous ensemble simula-
tions and probability information has to be established
for designing measures for mitigation and adaptation.
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