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Abstract 

Emerging large ensemble climate datasets produced by multiple general circulation models and their downscal-
ing products challenge the limits of hydrodynamic models because of the immense data size. To overcome this 
new challenge and estimate the discharge quantiles corresponding to different return periods at all river sections 
in an entire region, this study proposes an event-based regional approach that uses a nationwide distributed rainfall–
runoff model as well as large climate projection ensembles. This approach addresses the high computational burden 
associated with continuous simulations and solves the problem of conventional event-based simulations serving 
only a single outlet of a basin. For our analysis, we extracted 372 annual maximum 48 h rainfall events that cover 
the entirety of Shikoku Island and its eight major river basins. Peak discharges were estimated using a 150 m resolu-
tion rainfall–runoff–inundation model. These discharges were then screened using either the peak-over-threshold 
(POT) method or block maxima (BM) method, and frequency curves were subsequently constructed and evaluated. 
The primary reason for the necessity of POT or BM was to avoid interference from extraneous low discharges. The 
POT-based frequency curves showed good accuracy when using peak discharges in the range of the top 10–50%, 
and the results remain stable within this threshold range. The BM method, employing block sizes of 2–5 years, can 
generate relatively accurate frequency curves, but the choice of block size introduces significant variations in results 
among certain basins. Generally, the accuracy of results based on the POT method surpasses that of the BM method. 
Considering the accuracy, computational cost, and result stability, the POT method is preferred. The error introduced 
by the regional approach was acceptable with more than half of the relative root-mean-square errors remaining 
within 10% and basically all of the results are within 20%. The results of the regional approach exhibited good accu-
racy across climate scenarios and provided consistent information regarding future flood quantiles. This study serves 
as the foundation for high-resolution future flood risk assessment.
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1 Introduction
Floods, whose risk is influenced by climate change, have 
substantial economic and social ramifications (Hira-
bayashi et al. 2013; Winsemius et al. 2018; Tellman et al. 
2021). Flood intensity and frequency have been reported 
to increase due to climate change (IPCC 2021). These 
changes necessitate proactive risk-management strate-
gies for human settlements, urban planning, and socio-
economic development.

Typical flood hazard assessments rely on extensive data 
collection, detailed hydraulic engineering surveys, and 
hydrological and hydrodynamic modeling (Martínez et al. 
2018; Zeng et al. 2022). Such approaches (e.g. Institute of 
Hydrology 1999) often adopt statistical methods, such as 
intensity–duration–frequency or depth–area–duration 
methods, to design rainfall intensity for a specified return 
period (Gellens 2002; Sun et al. 2019) and rainfall pattern 
(Yan et al. 2020). However, because of the variability in pre-
cipitation, the impact to different river sections of an event 
is different, while statistical method selects events by spec-
ifying an outlet first, which means the simulation result 
cannot be used for investigating other river sections in 
the same basin (e.g., precipitation events that cause a 100-
year flood in a particular basin may not necessarily result 
in floods with the same return period in its sub-basins). 
Moreover, preparing designed rainfall and conducting 
hydrologic simulations for all river sections, including sub-
basins, over a large region is impractical (Packman and 
Kidd 1980; Watt and Marsalek 2013). Another issue is that 
the return period of rainfall and floods has no unified cor-
respondence; thus, results obtained from the design storm 
may not represent the actual river flood intensities for the 
return periods (Breinl et al. 2021).

To achieve reliable national- or global-scale flood 
risk assessment, several approaches have been pro-
posed, including analysis-based and cascade modeling 
approaches (Dottori et  al. 2016; Hoch and Trigg 2019). 
The analysis-based modeling approach utilizes regional 
flood frequency analysis (FFA) with observed discharge 
datasets to estimate peak discharge and employs clus-
ter algorithms to extend the results to ungauged basins 
based on catchment descriptors (Sampson et  al. 2015; 
Smith et  al. 2015; Wing et  al. 2017, 2021). The cascade 
modeling approach, exemplified by the utilizations of 
GloFAS (Dottori et al. 2016), GLOFRIS (Winsemius et al. 
2013), and ECMWF (Pappenberger et  al. 2012), typi-
cally employs a land surface model with a river routing 
model such as CaMa-Flood (Yamazaki et  al. 2013) or 
LISFLOOD (Bates et  al. 2010) to compute flood peaks 
over large domains based on long-term simulations. The 
simulated flood peak discharges at each river section 
can then be statistically analyzed to compute those with 
certain frequencies. The estimated discharges are used 

as inputs to high-resolution hydrodynamic models. For 
example, Alfieri et  al. (2014) employed LISFLOOD to 
generate a continuous 21-year daily discharge sequence 
for the pan-European region at a resolution of 5 km and 
mapped flood hazards at a resolution of 100  m. How-
ever, these approaches have difficulties in handling large 
climate projection ensembles. The analysis-based mod-
eling approach relies on an observed discharge dataset, 
which is unavailable for future scenarios. Thus, the cas-
cade modeling approach is more applicable for climate 
change impact assessment. Nevertheless, even with 
low-resolution cascade simulations, the computational 
requirements are significant because of the numerous 
climate projection ensembles spanning several decades. 
Moreover, errors and uncertainties are associated with 
discharge results from simulations at low resolutions 
(Meade et al. 1991; Alfieri et al. 2014; Zhao et al. 2017). 
Sampson et  al. (2015) suggested that its applicability in 
regions with low-quality topographic data is yet to be 
demonstrated and quantified. Therefore, considering new 
approaches for large-scale flood simulations under cli-
mate change and obtaining accurate peak discharges at 
specific return periods for local flood hazard mapping are 
necessary.

In this study, we propose an event-based approach to 
obtain the peak discharge in all river sections. To distin-
guish this approach from the conventional event-based 
approach (called the basin approach in this study), which 
focuses only on a single-basin outlet, the new approach 
is hereafter referred to as the regional approach. The 
regional approach aims to reduce the computational bur-
den with relatively low errors for large climate projection 
ensembles.

Event-based simulations, including the regional 
approach, confront the challenge of precipitation vari-
ability. Some events lead to high discharge in specific 
river sections and low discharge in others. These cases 
ultimately result in severe errors in the FFA. To reduce 
these impacts and obtain accurate peak discharges for 
each river section at specific return periods, we further 
examine screening methods using block maxima (BM) 
and peak over threshold (POT). The problems addressed 
in this study are as follows:

1. Which method–BM or POT–is more suitable for 
frequency analysis based on the result using regional 
approach? How should its corresponding parameters 
be selected?

2. How much error will be introduced by the regional 
approach?

3. Will the approach be valid under future climate con-
ditions?



Page 3 of 15Chen et al. Progress in Earth and Planetary Science           (2024) 11:16  

Based on the challenges faced when studying floods 
under climate change, this study provides a novel 
approach for large-scale and high-resolution flood simu-
lations. Additionally, the cases selected in this study shed 
light on the potential magnitude of errors and uncer-
tainties introduced by the regional approach, which can 
inform efforts for further improvement.

2  Methods
2.1  Regional approach
Figure 1 compares the key steps of the conventional basin 
approach and the proposed regional approach. Both 
approaches extract extreme rainfall events. While the 
basin approach extracts events based on basin average 
precipitation, the regional approach extracts them based 
on an entire region, in this case Shikoku Island, which 
contains multiple river basins. The former approach has 
been adopted in Japan for estimating annual maximum 
peak discharges corresponding to different return peri-
ods (i.e., flood quantiles) by simulating flood discharges 
with a rainfall–runoff model. In case we use a distributed 
rainfall–runoff model, we can simulate discharges even at 
tributaries within the basin. However, the estimated dis-
charges do not necessary represent the quantiles at each 
river section, except for the outlet of the basin, because 
of the spatial variability of precipitation of the extracted 
events. In order to obtain a flood quantile map, which is 
our objective here, we have to apply the basin approach 
for each river sections even within a river basin. Obvi-
ously, that requires enormous computation, which is 
not practically possible. As an alternative approach, we 
introduce the regional approach. The method extracts 
large number of rainfall events from a climate projection 
ensemble based on the amount of rainfall over a region. 
Then, we estimate flood peak discharges using a distrib-
uted rainfall–runoff model. Here we hypothesize that 
discharges with longer return periods at different river 
sections have high probability to be affected by a series 
of extreme precipitation events. That means if we extract 
sufficient number of events and adequately screen the 
peak discharge data based on POT or BM, we can esti-
mate the flood quantiles at all river sections. To evaluate 
the accuracy, we can compare the one estimated by the 
basin approach (at the outlet) and the regional approach. 
Given the ample data provided by climate projection 
ensembles spanning centuries, the criterion for extreme 
events in this study was the annual maximum 48 h pre-
cipitation (48  h-AMS). Subsequently, a distributed 
high-resolution hydrologic model, the rainfall–runoff–
inundation (RRI) model, was employed to simulate the 
discharges for each river section. Because of the variabil-
ity in precipitation, event-based simulation results may 
contain low discharges, which necessitate the adoption of 

the POT and BM methods as potential solutions for esti-
mating the frequency curves. The flood quantiles were 
obtained by further screening the discharge and conduct-
ing FFA.

In this study, discharges from the basin outlets derived 
via the basin approach were considered as references. 
The criterion for extreme events in the basin approach 
remains the 48  h-AMS and computed for each basin 
within the study area. A comparison was made between 
the results obtained from the basin and regional 
approaches.

A numerical experiment was conducted on Shikoku 
Island (applying the regional approach) and its eight 
major river basins (applying the basin approach as a ref-
erence). In particular, we evaluated the performance of 
the regional approach with different screening param-
eters. For the POT method, the screening parameter 
is a threshold above which they will be included in the 
frequency analysis. For the BM method, the screening 
parameter is an interval at which the maximum value is 
determined, referred to as block size (Zou et  al. 2021). 
In addition, we verified the performance of the regional 
approach in the 2 K and 4 K scenarios (the Sea Surface 
Temperature (SST) rises 2  K and 4  K, respectively) by 
comparing the flood quantiles with those from the basin 
approach. The effects of the frequency analysis method 
and sources of error are discussed later in this paper.

2.2  RRI model
This study used the RRI model, a two-dimensional dis-
tributed hydrodynamic model, to simulate the physical 
processes involved in the transition from precipitation to 
runoff (Sayama et  al. 2012). It discretizes the study area 
and divides it into land and river channel grids using two-
dimensional and one-dimensional diffusion wave equations 
to describe water movement, respectively. River channel 
grids contain information of levees, allowing the RRI model 
to simulate runoff overflows and returns in the river grids. 
In terms of runoff components, the RRI model considers 
surface and lateral subsurface flows, which are important 
in mountainous areas (Sayama and McDonnell 2009). The 
Green–Ampt model (Green and Ampt 1911) was used to 
model infiltration. The fifth-order Runge–Kutta formula 
(Cash and Karp 1990) was used as the numerical scheme 
to ensure efficiency and accuracy. The RRI model performs 
well in Japan and Southeast Asian countries (Sayama et al. 
2015, 2017, 2020; Bhagabati and Kawasaki 2017; Yamamoto 
et.al 2021; Try et al. 2022). Due to the good performance, 
Rasmy et al. (2019) further developed a Water and Energy 
Budget-based RRI (WEB-RRI) model in Sri Lanka for local 
water resources and disaster management under a chang-
ing climate. Even though the WEB-RRI model is advanta-
geous in terms of estimating long-term water and energy 
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budget, which is essential for the applications of the model 
to water resources management, the original RRI model is 
thought to be suitable for the present study because of the 
physically sound and simple representations of the subsur-
face and surface runoff processes, essential for event-based 
storm runoff predictions even in ungauged basins. In a pre-
vious study, the RRI model had been well calibrated across 
Japan, and these model parameters were followed in this 
study (Yamada et al. 2022; Yamakita 2023).

The peaks of the RRI model results based on the 
48  h-AMS extracted for each basin are called the basin 
annual maximum flood series (AMFS), which was used as 
the reference for this study and has a total of 372 (discharge 
peaks) × 8 (basins) × 3 (scenarios) values. The simulation 
results using 48 h-AMS , which were extracted for Shikoku 
Island and then extracted at the outlet of each basin, are 
called the regional AMFS, which also has 372 × 8 × 3 values.

2.3  Frequency analysis method
Depending on the sample selection method, fre-
quency analysis can be classified into the BM and 
POT methods (Mostofi Zadeh et  al. 2019). The BM 
method divides a time series into equal-sized blocks 
and extracts the maximum value for each block. The 
most typical application of the BM method in hydrol-
ogy is the annual maximum method. The L-moment 
method is used to estimate parameters of each distri-
bution (Hosking and Wallis 1993). For the BM method, 
the optimal distribution is ultimately determined to be 
the Pearson Type III (PE3), as given by Eq.  1, among 
those tested distributions including generalized logistic 
(GLO), generalized extreme value (GEV), generalized 
normal (GNO), generalized Pareto distribution (GPD) 
and PE3. The results of the goodness-of-fit statistic Z, 
used for selecting the optimal distribution, are detailed 
in Additional file 1: Tables S1–S3. However, according 

Fig. 1 Flow chart of the basin and regional approaches for this study
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to the definition of block maxima, only one value can 
be selected within a block. That means, in years with 
abundant precipitation, multiple flood events may 
occur, but the second-largest discharge cannot be cho-
sen as an “extreme value”, even if it surpasses the maxi-
mum in a drought year. While in a drought year, no 
matter how low the discharge was, it will be selected as 
an “extreme value”. Due to the above-mentioned limita-
tion, the BM method is possible to miss high values and 
select low values, causing inaccurate frequency analysis 
results (Ferreira and de Haan 2015). The POT method 
selects all data above a certain threshold. The newly 
created sequence theoretically follows the GPD (Eq. 2) 
(Lang et al. 1999).

where ξ, μ, and σ are the shape, location, and scale param-
eter, respectively. All three parameters are estimated by 
L-moment method. The block size and threshold are 
the key parameters that must be artificially determined 
for the BM and POT, respectively. Although many stud-
ies have been conducted on the choice of a reasonable 
threshold for a POT, the aim is to find a low threshold 
for using as much data as possible (Langousis et al. 2016; 
Mostofi Zadeh et al. 2019; Swetapadma and Ojha 2021). 
In this study, because of the numerous climate projection 
ensembles, we attempted to use high thresholds to bal-
ance efficiency and accuracy. Due to the spatial variabil-
ity of precipitation, some of the regional 48 h-AMS may 
result in low discharges in specific sub-basins. There-
fore, using a high threshold is advantageous for filtering 
low discharges. Furthermore, because the POT method 
allows for more precise threshold control, it was chosen 
as the frequency analysis method for the basin AMFS. 
As the design floods of most infrastructures focus on a 
return period longer than 10 years, the maximum thresh-
old for the POT was set to the top 10% of the AMFS in 
descending order. Correspondingly, the maximum block 
size of the BM was set to 10  years. A series of possible 

(1)PE3(x) =
σ ξ

Ŵ(ξ)
(x − µ)ξ−1 exp (−σ(x − µ))

(2)GPD(x) =
1− 1+ ξ

x−µ
σ

−1/ξ
for ξ �= 0

1− exp −
x−µ
σ

for ξ = 0

parameters, categorized as Model 1–6, are listed in 
Table  1. The extracted AMFS were nonstandard annual 
series, the probability P corresponding to the standard 
return period T must be calculated using Eq. 3, where the 
npy refers to the number of discharge peaks per year.

The FFA results were evaluated using the relative 
bias (BIAS; Eq. 4) and relative root-mean-square error 
(RRMSE; Eq. 5).

where ye and yr are the quantiles corresponding to dif-
ferent return periods between 10 and 1000  years every 
1 year. They are estimated based on the fitted curves to 
the simulated peak discharges by the regional and the 
basin approaches, respectively. The BIAS indicates how 
the regional approach is biased compared to the basin 
one. On the other hand, RRMSE compares the simulated 
peak discharges by the basin approach ( yr∗ ) and the fitted 
curve by the regional approach denoted as ye∗ , which are 
corresponding to discrete return periods. Hence unlike 
the BIAS index, the RRMSE indicates the degree of errors 
more directly by the regional approach compared to the 
reference one without uncertainty associated to the curve 
fitting to the yr∗ . The model results can be regarded as 
excellent if RRMSE ≤ 10%, good if 10% < RRMSE ≤ 20%, 
fair if 20% < RRMSE ≤ 30%, and poor if RRMSE > 30% (dos 
Santos et al. 2016).

3  Study area and data
3.1  Study area
The study area of Shikoku Island, Japan, is located 
between 132–135° E and 32.5–34.55° N (Fig. 2). It is a rel-
atively independent area separated from Honshu Island 
by the Seto Inland Sea to the north and surrounded by 
the Pacific Ocean on its three other sides. The area of 
Shikoku Island is 18,785  km2, 70% of which is covered by 

(3)P = 1−
1

T × npy

(4)BIAS =
ye − yr

yr
× 100%

(5)RRMSE =

√

1
n

∑

(ye∗ − yr∗)
2

1
n

∑

yr∗

Table 1 Parameters of the POT and BM data selection methods

Models 1 2 3 4 5 6

POT (threshold) 10% 20% 30% 40% 50% 100%

BM (block size) 10 Years 5 Years 4 Years 3 Years 2 Years 1 Years
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forests. Similar to other regions of Japan, it is mountain-
ous and steep, with the highest peak on the island (with a 
summit of 2000 m) descending to sea level within 50 km.

Shikoku Island has an average annual temperature 
of nearly 14 ℃, making it a major producer of early rice 
crops in Japan (Yoshida et  al. 2012). The spatial distri-
bution of average annual precipitation varies consider-
ably due to frontal storms and typhoons (Kamahori and 
Arakawa 2018; Tada et al. 2018; Otaki et al. 2022), from 
about 1200 mm in the north to 2500 mm in the south and 
4000 mm in the mountains (Yao and Creed 2005).

The main reasons for selecting Shikoku Island as the 
study area were its relatively independent geographical 
conditions, significant differences in precipitation, and 
flood-prone terrain. The morphological parameters of its 
eight major river basins are listed in Table 2.

3.2  Data
The database for Policy Decision-making for Future cli-
mate change (d4PDF) is an open-access dataset used 
to study climate change impacts and plan adapta-
tion (Mizuta et  al. 2017). The dataset was dynamically 
downscaled from the 60  km Meteorological Research 
Institute Atmospheric General Circulation Model 3.2 
(MRI-AGCM 3.2), using a 20  km Non-Hydrostatic 
Regional Climate Model (NHRCM) (Sasaki et  al. 2011). 
External forcing was derived from MRI-AGCM 3.2 and 
the boundary conditions were derived from MRI-CM 
(Deushi and Shibata 2011) and MRI-CGCM3 (Yuki-
moto et al. 2012). The differences between simulations in 
the same scenario were mainly caused by the difference 
in SST between current and future climate (ΔSST) and 
perturbations (δSST). The spatiotemporal distributions 

of ΔSST were provided by six CMIP5 (Coupled Model 
Intercomparison Project phase 5) models (Mizuta et  al. 
2017). Owing to the large number of ensembles that 
facilitate uncertainty reduction and good extreme event 
reproducibility (Tanaka et al. 2018; Ishii and Mori 2020), 
d4PDF has been widely used to study extreme precipita-
tion, snowfall, drought, and water resource assessment 
(Kawase et al. 2016, 2020; Ohba and Sugimoto 2019; Hat-
suzuka et al. 2020; Miyasaka et al. 2020; Ohba et al. 2022).

The data used in this study were further downscaled 
using the 5 km NHRCM. This dataset is called dynamical 
downscaling data for near-future atmospheric projection 
(from Tohoku to Kyushu) by the Social Implementation 
program on Climate change Adaptation Technology 
(SI-CAT DDS5TK), which is funded by the Ministry of 
Education, Culture, Sports, Science and Technology, 
and covers the Tohoku to Kyushu regions of Japan. This 
included three scenarios (current, 2  K ΔSST, and 4  K 
ΔSST) with 31  years × 12 members (2 × 6 SST patterns) 
(Mizuta et  al. 2017; Fujita et  al. 2019). More specific 
parameter settings can be found in Sasai et  al. (2019). 
These 12 members were used as a complete dataset.

4  Results
4.1  Evaluation of the current scenario
A primary objective of this study was to determine the 
optimal combination of frequency analysis methods for 
integration into the regional approach. Figure  3, using 
the Watari river basin as an example, illustrates the fre-
quency curves fitted by the POT and BM methods using 
the six parameters from Table 1. It is crucial to note that 
different parameters can result in varying data samples, 
causing the x-axis’s starting position to be less than 
10 years. However, since this study primarily focuses on 
fitting beyond a 10-year return period, the calculation of 
RRMSE and the display of fitting results only use results Fig. 2 Overview of Shikoku Island

Table 2 Morphological parameters of the eight major river 
basins of Shikoku Island

Basin Area  (km2) Length (km) Elevation of 
river source 
(m)

Yoshino 3750 194 1897

Watari 2186 196 1336

Niyodo 1560 124 1982

Hiji 1210 103 460

Naka 874 125 1929

Monobe 508 71 1770

Shigenobu 445 36 1233

Doki 140 33 1059
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exceeding 10-year return period. The RRMSE in the fig-
ure calculates the error between the predictions of the 
regional approach and the basin AMFS, and used for 
assessing the accuracy of the regional approach-based 
frequency curve. According to the RRMSE, models 1–5 
using the POT method in the Watari Basin (i.e., employ-
ing the top 10–50% of basin AMFS as the threshold) yield 
stable and satisfactory results.

To obtain robust conclusions, we examined the 
results for eight major basins across Shikoku Island, and 
their RRMSE is summarized in Fig.  4. The blue histo-
grams represent RRMSE based on the POT method, the 
orange histograms represent RRMSE based on the BM 
method, and the grey line reflects the error of the fitted 
curve under reference conditions (i.e., the RRMSE from 
basin approach). The reference RRMSEs demonstrate 
excellent goodness of fit of the basin approach, which 
indicates the capacity of being reference, with values 
consistently below 10%, meeting the criteria for excel-
lence. Overall, the POT method appears to offer higher 
accuracy. Specifically, models 1–5, corresponding to 
the use of the top 10–50% of regional AMFS, demon-
strate high accuracy across basins. Their results show 
no significant difference in magnitude from the refer-
ence RRMSE (i.e., the grey line). Model 6, which uti-
lizes 100% of the regional AMFS, tends to yield inferior 
results. As analyzed in the issue of the limitations of 
event-based simulations, the simulation results of event 
set in some river sections may include extremely low 
discharges, which is caused by precipitation variability, 
and thereby influence the fitting of the frequency curve. 
This further underscores the necessity of employing 
high thresholds to prevent these “non-extreme” data 
from frequency analysis.

For the BM method, models 1 and 6 (corresponding to 
block sizes of 10 years and 1 year, respectively) typically 
exhibit the poorest performance. The results of models 
2–5 vary by basin, making it challenging to determine 
the optimal block size or provide a recommended range. 
This variability is attributed to the inability of the BM 
sampling method to effectively exclude “non-extreme” 
discharges. Additionally, the order of occurrence of peak 
discharges influences the sampling results, introduc-
ing considerable uncertainty. Therefore, considering the 
accuracy and the robust of threshold, the POT method is 
recommended.

Figure  5 shows the POT-based frequency curves for 
the current scenario with threshold of 10%. According to 
the RRMSE values, all the regional results have a good fit. 
The distribution of data points in Fig. 5 shows that most 
of the regional AMFS and basin AMFS overlap or have 
small differences, especially for extreme discharges with 
long return periods, which confirms our hypothesis that 

most of the peak discharges in different river sections 
originate from different events, but ultimately from an 
extreme event group.

The Monobe River Basin presents a unique case, show-
ing a poor overlap of discharge with long return peri-
ods and a large error in the maximum value. By manual 
checking, we found that the maximum values of the basin 
AMFS and regional AMFS originated from two different 
precipitation events. This suggests that the maximum 
value of the basin AMFS originated from a local extreme 
precipitation event. Due to the spatial variability of pre-
cipitation, it was missed in the search for extreme pre-
cipitation across the entire region. The maximum value 
of the regional AMFS corresponded to the second-larg-
est value of the basin AMFS. Similar mismatches were 
observed in the subsequent AMFS in the Monobe River 
Basin. Theoretically, the longer the return period of dis-
charges, the greater the FFA model error caused by the 
mismatch. This indicates that the regional approach 
can be further improved by determining new extraction 
approaches that can identify these crucial local extreme 
precipitation events or alternative frequency analysis 
methods that can reduce the sensitivity to ranking.

A relatively high BIAS was observed in the Doki river 
basin, which has the smallest area among the eight 
basins, consequently having low discharge in most years. 
However, because of their topography and morphology, 
they are more sensitive to precipitation, which leads to an 
extremely high discharge from the largest precipitation 
event, and therefore, the frequency curve fails to fit dis-
charge with return period longer than 100 years.

Overall, the BIAS varied between ± 10% for different 
return periods and the interval of BIAS variation was lim-
ited to 0 to − 5% in some basins. The regional approach 
mitigates but does not entirely eliminate the influence of 
precipitation variability.

4.2  Evaluation on future scenarios
In the 2 K and 4 K warming scenarios, the POT method 
with the top 10% AMFS yielded good outcomes. The 
RRMSEs of each basin when employing the top 10% 
AMFS are summarized in Table  3. In the current sce-
nario, five basins were rated as excellent, whereas three 
basins received good ratings, consistent with the results 
presented in Fig.  5. In the 2  K warming scenario, four 
basins were rated excellent, two good, and two fair. In 
the 4 K warming scenario, five basins achieved excellent 
ratings, and three received good ratings. Notably, none 
of the basins were rated as poor in any of the three sce-
narios. Hence, we concluded that the constructed quan-
tile estimation model performs well and is stable across 
the three scenarios.
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Figure 6 shows the estimation results of the discharge 
quantiles for each basin with the POT method and 10% 
AMFS in the 2 K warming scenario. In this scenario, we 
observed a general underestimation in discharges from 
regional approach. Manual checking revealed that these 
discharges originated from the same precipitation event, 
with peak times differing by several hours. This situation 
arose mainly because the precipitation only extracted 
for 48  h, whereas some extreme events lasted longer 
than 48 h and exhibited variations in peak times among 
the different basins. Consequently, in some basins, pre-
cipitation input ceased before the true peak was reached. 

Climate change affects the characteristics and dura-
tions of extreme precipitation events. Therefore, in the 
future, event extraction schemes that do not depend on 
fixed durations must be considered. Overall, BIAS varied 
between ± 20% and within ± 10% in some basins.

Figure 7 shows the estimation results of the discharge 
quantiles for each basin using the POT method and 
10% AMFS under the 4 K warming scenario. In this sce-
nario, large RRMSE values were observed in the Yoshino 
and Doki basins. From the perspective of precipitation 
events, the maximum 48  h-AMS in the Yoshino basin, 
whether extracted by the basin approach or the regional 

Fig. 3 Accuracy comparison of applying the POT and BM methods using different parameters for Watari basin. Model 1–6 indicate the precipitation 
data come from current scenario and the parameter corresponds to the value of Model 1–6 in Table 1. Blue points and lines represent the basin 
AMFS and frequency curve, respectively. Red points and lines indicate the regional AMFS and frequency curve, respectively. Green dashed lines 
show the BIAS between the basin and regional results
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approach, is associated with the same precipitation event. 
However, due to the actual precipitation process exceed-
ing 48 h and the event selection method being set with a 
48 h time window, the start times of the basin 48 h-AMS 
and the regional 48  h-AMS differ by 4  h. During this 
time, the precipitation center shifts from the Yoshino 
basin to another basin, resulting in a significant reduction 
in the discharge calculated by the regional method, rank-
ing it 30th instead of the first. This further underscores 
the need to develop an event extraction method with 
non-fixed durations in future studies. In the Doki Basin, 
the frequency curves fit well with the corresponding 
points, indicating that the GPD distribution is capable 
to fit the extreme discharges. While due to the limitation 
on precipitation extraction method, there is a significant 
difference between the regional AMFS and basin AMFS, 
leading to large error.

Overall, increasing the threshold for the FFA can effec-
tively improve the accuracy of the results by exclud-
ing low discharges. 10–50% of the AMFS were found 
to be reasonable threshold. Considering the accuracy 
and result stability, the POT method is the preferred 

frequency analysis method. The spatiotemporal variabil-
ity of precipitation remains the primary source of error, 
and its impact may become more pronounced with cli-
mate change. However, this impact is expected to be 
mitigated in the future by improving precipitation event 
extraction methods. In summary, the regional approach 
yielded relatively accurate flood quantiles for each basin 
at a relatively low computational cost.

5  Discussion
This study proposes a regional approach to estimate the 
flood quantiles of all river sections from finite extreme 
precipitation events. This approach is expected to be 
valid under diverse climatic conditions. In the regional 
approach framework, a crucial step is aimed at further 
screening discharges, offering two alternatives: POT and 
BM. “Which option, accompanied by what parameters, 
proves optimal? What is the magnitude of the error and 
how does it perform in future scenarios?” These three 
fundamental questions have become the focal points of 
this study.

Fig. 4 RRMSEs of the eight basins using different methods and parameters under the current scenario. The grey dash line represents the RRMSE 
between the predictions of the basin approach and the basin AMFS
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The initial purpose of the POT method was to avoid 
missing high discharges during rainy years, which likely 
occurs when employing the BM method. To perform a 
more reliable FFA, the POT method typically sets a rel-
atively low threshold to maximize the data utilization. 
This study sets a high threshold mainly based on two 
considerations. Firstly, it aims to eliminate the influence 
of low values at short return periods, ensuring a robust 
fit for extreme values at long return periods. Secondly, 
the availability of multi-year data from climate ensem-
bles, such as the 372  years of precipitation data pro-
vided by SI-CAT DDS5TK in this study, allows for the 
construction of reliable FFA even when employing a 

higher threshold. Hence, a relatively high threshold 
value was established. Notably, the selection of the 
threshold constitutes a highly technical task within the 
POT method as it affects data independence, distribu-
tion assumptions, and sample size (Lang et  al. 1999; 
Beguería 2005). Previous studies have predominantly 
focused on threshold selection (Langousis et  al. 2016; 
Swetapadma and Ojha 2021). Nevertheless, the demand 
arises from attempts to employ a low threshold instead 
of a high threshold. This is because the lower threshold 
limit (more than once per year) for satisfying the GPD 
is ambiguous, whereas it is tenable if the threshold is 
adequately high. Independence was guaranteed because 

Fig. 5 Estimation results of discharge quantiles for different basins using the POT methods with the top 10% AMFS. The meaning of elements 
in the figure can refer to Fig. 3

Table 3 Performance of regional results in different scenarios

Scenarios Excellent Good Fair Poor
(RRMSE ≤ 10%) (10 < RRMSE ≤ 20%) (20% < RRMSE ≤ 30%) (RRMSE > 30%)

Current 5 3 0 0

2 K 4 2 2 0

4 K 5 3 0 0
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the discharges were from different precipitation events, 
and a large ensemble ensured the data size.

The POT and BM methods have two primary distinc-
tions: sampling technique and assumed distribution. 
The divergent outcomes of the sampling techniques are 
shown in Fig.  8. After the screening process, the BM 
method still retained discharges close to zero in certain 
basins, such as Watari, Hiji, Shigenobu, and Doki. How-
ever, the POT method does not encounter this issue. 
Due to its inability to entirely eliminate periodic fluctua-
tions that may exist in the data (e.g., missing several flood 
peaks in wet years and including low discharges in dry 
years as extremes), the BM method may not be suitable 
for filtering low discharges using the regional approach. 
This limitation introduces uncertainty into the results. 
Low discharges play a more significant role in estimating 
the distribution curve parameters because they constitute 
a substantial proportion of the extremes. Consequently, 
greater emphasis is placed on fitting short return periods, 
whereas the accuracy of long return period predictions, 
which hold greater importance for decision-makers, is 
disregarded. Theoretically, the GPD exhibits better adapt-
ability to heavy-tailed distributions (Madsen et al. 1997). 

Cunnane (1973) demonstrated that POT performed bet-
ter when the average annual occurrence was higher than 
1.6, and a similar conclusion was derived in other studies 
(Madsen et al. 1997; Bezak et al. 2014). According to the 
results of this study, the POT method exhibits excellent 
robustness and accuracy, making it a superior choice for 
integration into the regional approach.

Errors in the quantile estimations can be classified into 
two types. The first type comes from the gap between 
the sample data and population distribution, which is 
unavoidable. This type of error can be considered as the 
goodness of fit of the results from the basin approach 
(Fig.  3) when the basin approach is regarded as a refer-
ence. Generally, the first type of error accounted for over 
half of the total errors. The second type of error stems 
from the differences in discharge when employing a 
regional approach, which mainly caused by the precipita-
tion variability.

The accuracy of the results provided two impor-
tant insights. First, despite recent research indicating 
that storm temporal patterns under climate change will 
become more acute and have shorter durations (Wasko 
et  al. 2021), the regional approach remains valid under 

Fig. 6 Estimation results of discharge quantiles for different basins using the POT methods with the top 10% AMFS for the 2 K warming scenario
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future scenarios without a significant increase in error. 
This suggests that the regional approach is compatible 
with the potential changes in climatic conditions. Second, 

the error underscores the pivotal role of local extreme 
precipitation events in future flood risk assessments, 
emphasizing the importance of utilizing detailed climate 

Fig. 7 Estimation results of discharge quantiles for different basins using the POT methods with the top 10% AMFS for the 4 K warming scenario

Fig. 8 Distribution of processed (POT and BM) and original regional AMFS with optimal selection parameters in the current scenario
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projection ensembles. Recent studies on the dynamic 
downscaling of climate data have focused on convection-
permitting models with higher resolution (National Insti-
tute for Environmental Studies 2022) because convection 
is a potential mechanism of extreme precipitation that 
varies with climate warming (Pendergrass 2020) and 
causes extremely severe precipitation (Qin et al. 2022).

To meet the emerging demand for handling high-res-
olution climate projection ensembles in flood research, 
developing event-based regional approach is crucial. 
Future studies should prioritize the reduction of the sec-
ond type of error. A potential direction could be devel-
oping event extraction methods that independent from 
statistical indicators, keeping natural evolution of precip-
itation and capturing local extreme precipitation.

6  Conclusions
To fully leverage large climate projection ensembles 
and provide discharges at specific return periods for 
large-scale flood hazard maps with limited computing 
resources, this study proposes an event-based high-reso-
lution simulation and analysis scheme called the regional 
approach. Using Shikoku Island and its eight major 
basins as an example, the applicability of this approach 
was verified using a 150 m resolution RRI model, and the 
sources of error were analyzed. This study contributes 
to the development of big data processing techniques in 
hydrology. The conclusions are as follows:

1. The top 10–50% of AMFS for the POT method 
are the reasonable combinations for the regional 
approach. The POT method is more recommended 
than the BM method.

2. Using the regional approach, the RRMSE of each 
basin was maintained within 20%. The main source 
of error was attributed to the fixed duration of 48 h 
being unable to fully cover the peak occurrence times 
of all basins. Moreover, using annual maximum 48 h 
rainfall as the extraction criterion may miss extreme 
precipitation events with short durations.

3. The regional approach designed in this study showed 
good accuracy under current, 2 K warming, and 4 K 
warming scenarios and can provide future flood 
quantiles consistent with those obtained from the 
basin approach.
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