
Tanji et al. 
Progress in Earth and Planetary Science           (2023) 10:67  
https://doi.org/10.1186/s40645-023-00599-3

RESEARCH ARTICLE

Comparison of the LBM snowdrift model 
output with the observation results
Seika Tanji1*  , Masaru Inatsu2,3 and Yusuke Harada4 

Abstract 

In this work, snowdrift experiments which are equivalent to one drifting snow event are performed by the snowdrift 
model. The model consisted of the computational fluid dynamics part of the large-eddy simulation with the lattice 
Boltzmann method and the drifting snow part of the conventional advection algorithm for representative Lagrangian 
particles. The observed vertical wind profile of a 4 h drifting snow event in Teshikaga Town was used as the inflow 
boundary conditions in the model to compare the results of the snowdrift estimated by the model and the observed 
snowdrift distribution. Parallelization enabled us to simulate the snowdrift distribution in a realistic domain and on the 
time scale of a single drifting snow event. We demonstrated that the upgraded model could quantitatively reproduce 
the height and position of the observed snowdrift along the center of a three-dimensional fence.
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1 Introduction
Drifting snow is a phenomenon in which surface snow 
particles or snowfall particles are blown by a strong wind 
and often form snowdrifts in places where the wind 
speed is sufficiently low due to buildings and landforms. 
The numerical simulation of snowdrifts has overcome the 
limited observation opportunities of drifting snow events 
and the rough assumption of similarity in wind tun-
nel experiments. The most important issue in snowdrift 
simulation is resolving wind profiles at and above the 
surface because snow particles suspended in the air are 
advected by the background wind. Uematsu et al. (1991) 
and Liston et  al. (1993) pioneered snowdrift simulation 
with wind profiles calculated by the Reynolds-averaged 

Navier–Stokes equations model with turbulence param-
eterizations. A CFD (computational fluid dynamics) 
model for snowdrift simulation was developed into the 
LES (large-eddy simulation) with the finite differential 
method (Zwaaftink et al. 2014; Okaze et al. 2018; Wang 
and Jia 2018).

A stumbling block for snowdrift simulation is demand-
ing CFD calculations. CFD calculations on the order of 
centimeters are difficult for reproducing the observed 
snowdrift for model validation on a realistic spatial 
scale and event time scale. Tanji et al. (2021) developed 
a snowdrift model that contained the CFD part of the 
LES with the LBM (lattice Boltzmann method; McNa-
mara and Zanetti 1988) and the drifting snow part of 
the conventional advection algorithm for representative 
Lagrangian particles. They showed that this model could 
be used for simulating snowdrifts based on the reason-
able results from their idealized experiments. In addition, 
the LBM in this model had a simpler implementation and 
higher parallel computation efficiency than the conven-
tional CFD algorithms (Chen and Doolen 1998; Han et al. 
2019). Hence, parallelizing the model should enable us to 
perform snowdrift experiments with a full three-dimen-
sional CFD computation for a sufficiently large domain 
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and long-time integration, which has not been achieved 
yet.

Here, this paper aims to enable to conduct a long-run 
numerical simulation which is equivalent to one drift-
ing snow event and reproduce an observed snowdrift 
distribution quantitatively by parallelizing the model 
developed by Tanji et  al. (2021). The snowdrift part of 
the model was also upgraded to allow quantitative treat-
ment of drifting snow particles. We added resuspension 
and rebound processes that seemed non-negligible, but 
excluded splash (Sugiura and Maeno 2000) and sublima-
tion that likely contributed little to snowdrift formation 
in the calculation domain and time scale in this study 
(Okaze et  al. 2018; Palm et  al. 2017; Zwaaftink et  al. 
2013). The experiments in this study were limited to the 
time scale for snow accumulation upstream of obsta-
cles, here a solid fence, so that we ruled out the interac-
tion between fluid dynamics and snow surface change. 
Because there was no turbulent wind observation in 
the full domain, we imposed the laminar flow fit to the 
single-point anemometer observations as the upstream 
boundary after we checked that the turbulent inflow did 
not substantially affect the snowdrift results in advance. 
The remaining part of this paper is organized as fol-
lows. We introduce the observation data in Sect.  2 and 
the model upgraded from Tanji et al. (2021) in Sect. 3; we 
describe the experiment settings in Sect. 4; we show the 

simulation results of the snowdrift distribution and com-
pare it with the observations in Sects. 5; and we conclude 
the paper in Sect. 6.

2  Observation data
We used observation data acquired in Teshikaga, Hok-
kaido, Japan (43.502° N and 144.467° E; Fig. 1; Okaze et al. 
2019). This site was a flat field with no obstacle over 500 
m on the windward side of the observation point. On the 
site, wind speed and direction were observed every 10 
min with three-dimensional ultrasonic anemometers at 
four levels of the observation tower, at heights of about 1, 
1.5, 3, and 7 m above the surface. The number of drifting 
snow particles passing the specific area was also meas-
ured at the same levels by SPCs (snow particle counters) 
with every second output. The solid, non-porous fence 
was 6 m long, 4 mm thick, and 1 m high and was set in 
the field (Fig. 2a). The sensors of ultrasonic anemometers 
and SPCs and the fence are located on almost the same 
line perpendicularly to the dominant wind direction.

On February 18, 2019, strong wind and drifting snow 
were recorded in the morning, and a snowdrift was 
formed around the fence. The day before the drifting 
snow event, there had been snowfall with light wind, 
and the field was uniformly covered with snow about 2 
cm depth. However, no snowfall was recorded, while the 
drifting snow was developing on February 18 according 

Fig. 1 Map of northern Japan and surrounding area. The blue circle denotes the observation site in Teshikaga Town
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to the observations from a heated rain gauge at an AMe-
DAS (Automated Meteorological Data Acquisition Sys-
tem) point near the site (43.51° N and 144.45° E). On 
the day following the drifting snow event, the snowdrift 
height was measured in the cross section normal to the 
fence at its center (Fig. 2b).

3  Method
3.1  CFD module
The CFD module was the same as in Tanji et al. (2021), 
but the program was fully parallelized. The module 
was an LBM LES model with the D3Q19 configuration, 
which calculated the friction velocities of 3-dimensional 
19 directions. The single relaxation time was imposed 
as a collision operator. The subgrid scale parameteriza-
tion was applied to estimate the eddy kinematic viscos-
ity (Smagorinsky 1963; Feng et  al. 2007; Onodera et  al. 
2013; Wang et al. 2014; Suga et al. 2015). Different from 
Tanji et  al. (2021), the non-dimensional viscosity of the 
air which was changed to 2.0× 10−6 to simulate the flow 
with a higher Reynolds number.

We set the model domain to a three-dimensional chan-
nel, which was almost the same with the three-dimen-
sional fence experiment in Tanji et al. (2021). We defined 
wind direction, x axis, as from the western to eastern 
boundaries. The model coordinate is set as x axis for the 
wind direction, y axis for the fence direction normal to 
the wind and z axis for the vertical direction. The bound-
ary conditions were the same as Tanji et al. (2021), but the 
initial and the inflow conditions on the western boundary 
were replaced with observation data (Sect. 4.1). The east, 
bottom, and top boundaries were free flow, no-slip, and 
free-slip conditions, respectively. The north and south 
boundaries conditions were imposed on cyclic.

3.2  Snow particle module
The snow particle module consisted of moving, deposi-
tion, resuspension, and rebound; the latter two were 
added to the model developed in Tanji et  al. (2021). 
The resuspension is the process that snow particles on 
the surface are peeled off by the strong wind, and the 
rebound is the process that snow particles bound on the 
surface mechanically.

The moving process described the blown snow parti-
cles in the air by the wind calculated by the CFD module 
with referred to Nishimura and Hunt (2000). The method 
assumed that the drifting snow particles are spherical and 
calculated the particles’ speed related to the wind flow 
and drag coefficient. We set the particle diameter to 135 
µm and density of particles to 910 kg  m−3 (Nishimura and 
Hunt 2000). The given diameter was close to the average 
diameter of 135 µm observed at heights of 1 and 1.5 m at 
the site because snow particles following at lower levels 
contribute to snowdrift formation (Tanji et al. 2021).

The resuspension process was activated when the wind 
speed near the surface was strong enough to peel off 
accumulated snow particles on the surface. The threshold 
value of the resuspension is decided by the friction veloc-
ity following Clifton et al. (2006) as

where g is the gravity (9.8  m   s−2), ρa is the densities of 
air (1.34  kg   m−3), d is the particle diameter, and ρp is 
the density of snow particles. The threshold value was 
about 0.189  m   s−1 in the condition of this study. The 
friction velocity on each grid was estimated by Werner 
and Wenglem (1991) (see Tanji et al. 2021). A snow par-
ticle was launched from a grid where the friction veloc-
ity exceeded the threshold value. The initial velocity of 

(1)u∗t = 0.2
ρp − ρa

ρa
gd,

Fig. 2 a Photograph showing the observation tower loaded with anemometers and snow particle counters and the fence at the observation 
site. b Photograph showing the measurement of snowdrift height in the cross section along the center of the fence. Vectors show the main wind 
directions at the site. These photographs were taken on another day, not related to the event that we examined
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the resuspended particle was equal to the wind speed at 
one grid above the resuspended point. A single particle 
represented snow mass corresponding to the volume of 
snow on the grid (Sect. 4.1). A launched particle was sus-
pended in the air, and the volume was released when the 
particle accumulated on the surface.

A snow particle that reached the surface proceeded to 
the rebound or the deposition process. The process after 
a collision was determined by the kinetic energy of the 
snow particle. If the particle velocity after the collision 
with the surface was enough for the particle to bounce by 
one grid height in the CFD calculation, 5 cm, the particle 
rebounded. Otherwise, the particle proceeded to the depo-
sition process and stayed unless the friction velocity there 
was strong enough to activate the resuspension process. 
Elevation angle θr , azimuth angle ϕr , and restitution coef-
ficient er were estimated when particles collided with the 
surface (Fig. 3). Although Okaze et al. (2018) suggested that 
these parameters follow the normal distributions, we gave 
the fixed values as a function of incident angle θin as eleva-
tion angle θr = 20◦ + 0.19θin , azimuth angle ϕr = 0 , and 
restitution coefficient er = 0.87− 0.62sinθin , which were 
the averaged value in Okaze et al. (2018). We also assumed 
that a particle would consecutively rebound 50 times at 
most because a few particles continuously rebounded in 
the same grid.

4  Experiments
4.1  Inflow condition
The imposed wind profile as the initial condition and the 
western boundary condition in the CFD module was the 
laminar logarithmic profile with the roughness length for 
a flat snow surface z0 = 0.1(mm) (Nishio and Ishida 1973)

where von Karman’s constant κ = 0.4 . The friction veloc-
ity was determined by observed wind data using the 

(2)u0(z) =
u∗

κ
ln

(

z

z0

)

,

least squares method by the following procedure. First, 
we chose the period of the drifting snow event from the 
observed wind data and the amount of drifting snow 
data and averaged the wind data at each height over the 
period. Second, we decided the friction velocity in Eq. (2) 
with the minimum root mean square error between the 
averaged observation data and the logarithmic profile. 
Finally, we obtained the logarithmic profile, which was 
close to the observation results. In this paper, we did not 
apply artificial inflow turbulence as the inflow condition 
because the inflow turbulence did not substantially affect 
the results for snowdrifts on the windward side of the 
fence, as shown in Additional file 1.

The amount of inflow snow particles from the western 
boundary was also estimated by the logarithmic profile 
decided above. We did not directly use SPCs data as the 
amount of inflow snow particles. This was because the 
vertical number of SPCs was insufficient at lower level 
where inflow snow particles largely contributed to the 
snowdrift formation (Tanji et al. 2021). Instead, following 
Tanji et al. (2021), snow particles were initially arranged 
in a grid of 5  cm in horizontal direction by 2.5  cm in 
vertical direction on the inflow plane. A single parti-
cle in this model represented snow mass corresponding 
to snow volume flux vf (m3m−2s−1) depending on the 
height with referred to Shiotani (1953) and Matsuzawa 
and Takeuchi (2002) as

It was noted that α and β were the constants to ensure 
consistency with the period of the drifting snow event 
and to relate to snowdrift density, respectively. We set 
β to 0.5 for compacting snow particles, which was con-
sistent with the condition in the site because continuous 
snowfall was recorded at the nearest AMeDAS site on the 
day before the drifting snow event. It had enough time to 
form the compacting snow layer. The friction velocity u∗ 
was estimated by the method in the prior paragraph. The 
reference height and snow concentration in Eq. (3) refer-
enced to Matsuzawa and Takeuchi (2002).

4.2  Simulation set‑up
The simulation domain covered 18  m width by 15  m 
depth by 5 m height on a grid spacing of 0.05 m (Fig. 4). 
The solid fence in the simulation was set at the center 
of the y-axis and located at x = 0 , which was 5 m from 
the western boundary. The fence was 6 m length, 0.1 m 
thickness, and 1 m height. The integration time of the 
CFD calculation was 3600  s after a spin-up of 30  s 
because it took about 10  s to stabilize the calculation 

(3)
vf (z) = α

min

(

30, 30
(

z
0.15

)

−
0.30
κu∗

)

u0(z)

ρp
/β .

Fig. 3 Schematic of incident angle θin , elevation angle θr , 
and azimuth angle ϕr in the rebound process. Green spheres show 
snow particles
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(not shown), the time step was 0.5  ms, and the result 
output was every 1 s.

We calculated trajectories of a finite number of snow 
particles in the snow particle module with a time inter-
val of 1 ms until all particles were deposited. The snow 
particle calculations were conducted with several ini-
tial times for the wind, and the snowdrift result was the 
sum of the members’ results (Fig.  5). The initial wind 
profile was given to the snow particle module every 
second (total of 3600 members), and the wind profile 
was renewed every second in the calculation. The wind 
profile data at 3600  s were constantly imposed when 
the calculation extended beyond 3600 s. When a snow 
particle fell on the surface, the snow volume defined in 
Eq. (3) was released and made snowdrift on the grid. It 
was noted that snow particles did not collapse and were 
not eliminated by melting or sublimation processes in 
this simulation. This model excluded the splash that 
snow particles pop up from the snow surface due to 
impact of other snow particles collided the surface, 
because we only calculated limited representative par-
ticles mentioned in Sect. 4.1. According to Okaze et al. 
(2018), it showed the rebound particles was much 
greater than splash particles and the rebound process 
was more dominant than the splash around the surface.

5  Results
5.1  Inflow condition
Figure  6 shows the observed time series of the wind 
speed and snow volume flux on February 18, 2019. We 
calculated the snow volume flux by the SPC outputs 
which measured numbers of snow particles passing the 
sensor phase and their diameter. The wind speed and 
snow volume flux were large between 0830 and 1300 
JST ( JST = UTC+ 9 ), with a peak at about 1010 and 
1040 JST, respectively. The highest wind speed was over 
11ms−1 at a height of 7 m and the largest snow volume 
flux was about 8× 10−4m3m−210min−1 at a height of 
1 m in the period. The wind speed dropped to under 
6ms−1 after 1500 JST.

Figure  7 shows the vertical profiles of the observed 
wind speed averaged over former 1 h and the wind 
speed estimated with the least squares method. The esti-
mated wind speed at each time almost corresponded to 
the observed values and increased during the drifting 
snow event from 1000 to 1200 JST (Fig. 7b–d), although 
there was a slight difference between the estimated and 
observed wind speed at a height of 3 m. The snow vol-
ume flux was calculated by Eq. (3) with these logarithmic 
wind profiles. The estimated amount of the snow vol-
ume flux overestimated the observations below a height 

Fig. 4 Schematic of the calculation domain and the initial wind vectors in the experiments. The black panel at x = 0 is the fence
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of 4 m, especially during the drifting snow event (Fig. 8). 
However, the estimated vertical profiles of the snow vol-
ume flux clearly indicated the observed feature of larger 
snow volume flux at lower levels during the drifting snow 

event. Therefore, we decided that the 4  h drifting snow 
event occurred from 900 to 1300 JST, and α of Eq. (3) was 
set to 4 because the observed snow volume flux increased 
in this period (Fig. 8b–e).

Fig. 5 Schematic of the wind data set calculated in the computational fluid dynamics (CFD) module and its treatment in the snow particle module. 
Blue vectors show that we calculate the snow particles’ movements for a maximum of 70 s

Fig. 6 Time series of the observed wind (dotted lines) and snow volume flux (solid lines) at heights of (black) 1 m, (blue) 1.5 m, (pink) 3 m, 
and (green) 7 m from 08:00 to 16:00 JST on 18 February 2019
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Figure  9 shows the averaged vertical profiles of the 
wind speed and snow volume flux over the 4  h drifting 
snow event in the observation. The friction velocity was 
estimated as 0.297ms−1 with the least squares method. 

The estimated wind profile (Fig. 9a) almost corresponded 
to the observed values. The snow volume flux estimated 
by the friction velocity was still larger than the observed 
data at lower heights. The estimated snow volume flux 

Fig. 7 Averaged vertical wind profiles every hour from (a) 09:00 to (h) 16:00 JST. Yellow lines show the log profiles estimated with the least squares 
method, and open circles show the observed values

Fig. 8 Averaged snow volume flux profiles every hour from (a) 09:00 to (h) 16:00 JST. Yellow lines show the values estimated using Eq. (2) 
and the wind profiles in Fig. 7. Open circles show the observed values
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1.9× 10−6   m3   m−2   s−1 was equivalent to the volume of 
1.5× 106   m−2   s−1 snow particles with 135  µm diame-
ter at a height of 1 m. However, we considered that the 
estimated profile was in the range of uncertainty in the 
observed data because the maximum of the observed 
snow volume flux was one or two orders larger per sec-
ond than the averaged observation data, especially at 
a height of 1 m. The estimated wind profiles were given 
as the western boundary condition in the CFD module, 
and the amount of the inflow snow was given in the snow 
particle module.

5.2  Model results
Figure 10 shows a snapshot of the wind profiles at the end 
of the calculation in the CFD module. The vertical wind 
profile had three obvious features, which were a stagna-
tion area formed around the front of the fence, stronger 
wind speed at the top of the fence, and reverse flow 
developed behind the fence from x =  0–5  m (Fig.  10a). 
The reverse flow behind the fence was clearer on the hor-
izontal wind profile (Fig. 10b). The wind flow horizontally 
forked around the fence, and there was a dipole pattern 
from x = 0–4 m along y = 5 and 10 m. The qualitatively 
features of the vertical and horizontal wind profiles were 
consistent with previous simulation studies (Han et  al. 
2021; Tanji et al. 2021).

Figure  11a shows the model result of the snowdrift 
distribution around the fence. The higher snowdrift was 
closer to the fence on the windward side, but the height 
of the snowdrift just in front of the fence was low. The 
snowdrift height estimated by the model agreed with the 
observed profile in the cross section along the center of 

the fence (Fig. 11b), with a peak around x = −1.5m and 
a peak height of about 0.41m . Many previous simulation 
studies (Uematsu et  al. 1991; Alhajraf 2004; Tanji et  al. 
2021) and the previous observation (Tabler 1994) also 
showed this outline form of the snowdrift. This snow-
drift formation was caused by the slower wind speed 
near the fence (Fig.  10a). The results for the snowdrift 
with half the amount of inflow particles are shown in 
Fig. 11b to demonstrate the growth process of the snow-
drift. The result showed that the snowdrift around the 
inflow boundary mainly grew. The snowdrift nearer the 
fence was formed later by the snow particles that reached 
there by the repeat resuspension and rebound processes 
from the mature snowdrift surface. Snowdrifts with 
heights of about 0.45  m were displayed from x = −0.1

–0m only in the model, contrary to the observations with 
a small snowdrift just behind the fence around x = 0.5m 
(Fig. 11b). The difference could be because of a small gap 
between the panel and the snow surface at the observa-
tion site. Some snow particles were blown to the lee-
ward side of the fence from the gap and accumulated just 
behind the fence. This gap could cause the differences in 
the snowdrift height between the simulation and obser-
vations around x = 0m.

The snowdrift distribution on the leeward side of the 
fence had an arc formation in the no-fence zone, but the 
snowdrift was not formed just behind the fence. These 
features were consistent with previous simulation studies 
(Beyers et al. 2004; Okaze et al. 2013; Tanji et al. 2021). 
The arc formations were made by snow particles follow-
ing the split flow from the sides of the fence (Fig.  10b). 
Few snow particles in the flow reached just behind the 

Fig. 9 Vertical profiles used in the model of the wind speed and the snow volume flux averaged over the drifting snow period. Yellow lines show 
the estimated profiles, and circles show the observed values
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Fig. 10 Snapshots of the wind vectors around the fence at the last segment in the cross section along a y = 7.5m and b z = 0.5m . The solid lines 
at x = 0 show the fences

Fig. 11 a Snowdrift height distribution around the fence. b Snowdrift height in the cross section along y = 7.5m at (solid) 1 h and (dotted) 0.5 h 
lead times. The blue circles show the observed heights
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fence, and almost no snowdrift was formed along the 
center of the fence on the leeward side in both the simu-
lation and observations (Fig. 11b). The peak of the snow-
drift on the leeward side was y = 12.5 and 2.5m from 
x = 3 to 4m.

6  Conclusions and discussion
In this work, we upgraded the LBM-based snowdrift 
model developed by Tanji et  al. (2021) with paralleliza-
tion and a quantitative treatment for snow particles, 
which enabled us to perform high-speed, long-run, and 
practical simulation of the snowdrift. We conducted full 
three-dimensional CFD and snow particle computa-
tion that reproduced snowdrifts along the center of the 
fence observed after one case of the drifting snow event 
in the flat snowy environment at Teshikaga, Japan. In the 
experiment, we used the observed vertical wind profile 
at the Teshikaga site as the inflow boundary conditions 
in the model. The numerical simulation was conducted 
in a finite channel containing a finite solid fence, mim-
icking the observation site. The simulated result of the 
snowdrift height corresponded to the observed snowdrift 
height along the center of the fence. We demonstrated 
that the upgraded model reproduced the observed snow-
drift distribution along the center of the snow fence 
quantitatively (Additional file 1).

We did not directly use the observed amount of drift-
ing snow particles as the boundary condition due to the 
insufficient vertical resolution above the snow surface. 
Instead, we used the estimated value of the observed 
wind data. Tanji et  al. (2021) showed that the inflow 
snow particles from under 1  m height above the sur-
face are important in forming the snowdrift around the 
1  m-high fence. However, measuring snow volume flux 
just above the surface is difficult because the observa-
tion instruments can be buried in the snowdrift during 
the events. Even the trench method, in which the num-
ber of snow particles is measured in trenches on the sur-
face (Nishimura 2009), is not practical currently due to 
its high costs. Hence, the estimation of the inflow snow 
particles in this paper is practical if the assumption of the 
logarithmic wind profile [Eq. (2)] is valid.

The model validation in this study was done by com-
parison with the one-dimensional observation data for 
snow accumulation along the center of the fence. This 
gauge observation of the cross section at the fence center 
did not show whether the fork structure on the leeward 
side of the fence was well simulated in the model. Pho-
togrammetry and LiDAR (light detection and ranging) 
have been used to measure the horizontal distribution of 
snowdrift heights. Photogrammetry mainly uses photo-
graphs taken by UAVs (unmanned aerial vehicles). Niiya 
et  al. (2021) took aerial images from a UAV before and 

after a drifting snow event and made a digital surface 
model of a snowdrift around a snow fence. The estimated 
snowdrift height was consistent with the cross-sectional 
observation. Although photogrammetry is a useful tool 
for observing snowdrifts, UAVs cannot fly under strong 
wind conditions and images cannot be taken at night. 
LiDAR can mitigate these disadvantages of photogram-
metry because the method measures reflected near-infra-
red radiation or ultraviolet radiation. LiDAR can also 
observe the snowdrift growing during a drifting snow 
event. Okaze et  al. (2022) showed that the snowdrift 
distribution observed by LiDAR corresponded to that 
observed by photogrammetry. Ohara et  al. (2022) com-
pared a snowdrift model simulation with these observa-
tions. We will validate our model with these methods in 
future work.

The numerical simulation model in this study ignored 
the splash process and the sublimation process of snow 
particles, which were often implemented in the model 
of drifting snow in the previous studies. The splash pro-
cess was considered not to contribute to the snowdrift 
distribution in this situation because of more rarely 
development than the rebound process, as mentioned 
in Sect. 4. However, previous studies suggested that the 
splash process had an important role to the develop-
ment of the drifting snow (Niiya and Nishimura. 2022; 
Zwaaftink et  al. 2014). Therefore, the splash process is 
required when we simulate the beginning of the drift-
ing snow event explicitly. The sublimation process also 
does not have the impact on the snowdrift distribution 
because the amount of snow is lost by the sublimation 
in the upper area of the drifting snow development. The 
upper height had little snow volume flux during the drift-
ing snow event (Figs. 8, 9). In addition, Tanji et al. (2021) 
demonstrated that few snow particles inflowing from 
over 1.5  m height fell on around the fence and most of 
them were blown to out of the calculation domain. The 
sublimation process can be important in the discussion 
about the hydrological cycle and surface water mass bal-
ance during the entire winter season in the cryosphere 
(Zwaaftink et al. 2013; Palm et al. 2017).

The present model in this study remained some room 
for improvement, but the model had the potential to be 
applied to resolving many problems caused by snow-
drifts around roads. Snow fences have been installed on 
the side of the roads to protect the roads from snow-
drifts on the leeward. However, no one knows which 
snow fence structures are optimal for preventing snow-
drifts developing on roads. The LBM snowdrift model 
is suitable for researching structures in many experi-
ments because the model has high parallel computa-
tion efficiency. Snowdrifts that form around the lateral 
gap between snow fences are also a serious problem for 
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road administration because gaps are required at inter-
sections. Snowdrifts around the various road structures 
can be estimated with this model. This model also can 
be used to estimate visibility due to drifting snow on 
roads, which is the main cause of traffic disruption in 
snowy areas. Visibility due to drifting snow is related 
to the amount of snowdrift flux (Budd et  al. 1966; 
Takeuchi and Fukuzawa 1976; Matsuzawa and Takeuchi 
2002). The amount of drift snow transport can be cal-
culated explicitly in this model by tracing drifting snow 
particles.

In mountainous areas, the redistribution of snow par-
ticles by drifting snow plays an important role in snow 
cover distribution and contributes to the avalanche 
potential, but previous studies did not calculate the 
redistribution explicitly (Bartelt and Lehning 2002; Brun 
et al. 1992). The boundary conditions and snowdrift dis-
tribution in mountainous areas are more complicated 
than those around a snow fence, although the LBM can 
still calculate the turbulent flow because it is suitable 
for complicated boundary conditions. Tracing drifting 
snow particles is also helpful for estimating the avalanche 
potential because the potential is strongly associated with 
the condition of the snowpack layers. The snowpack layer 
consisting of drifting snow particles has different features 
from that consisting of snowfall particles because the 
shape of the particles is different. Therefore, the model in 
this paper has the potential to resolve problems caused 
by drifting snow in mountainous areas.
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