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METHODOLOGY

Rapid, accurate computation of narrow-band 
sky radiance in the 940 nm gas absorption 
region using the correlated k-distribution 
method for sun-photometer observations
Masahiro Momoi1* , Hitoshi Irie1, Miho Sekiguchi2, Teruyuki Nakajima3, Hideaki Takenaka1, 
Kazuhiko Miura4,5 and Kazuma Aoki6 

Abstract 

We developed lookup tables for the correlated k-distribution (CKD) method in the 940 nm water vapor absorption 
region (WV-CKD), with the aim of rapid and accurate computation of narrow-band radiation around 940 nm (10,000–
10,900 cm−1 ) for ground-based angular-scanning radiometer data analysis. Tables were constructed at three spectral 
resolutions (2, 5, and 10 cm−1 ) with quadrature values (point and weight) and numbers optimized using simulated 
sky radiances at ground level, which had accuracies of ≤ 0.5% for sub-bands of 10cm−1 . Although high-resolution 
WV-CKD requires numerous quadrature points, the number of executions of the radiative transfer model is reduced to 
approximately 1/46 of the number used in the line-by-line approach by our WV-CKD with a resolution of 2 cm−1 . Fur-
thermore, we confirmed through several simulations that WV-CKD could be used to compute radiances with various 
vertical profiles. The accuracy of convolved direct solar irradiance and diffuse radiance at a full width at half maximum 
(FWHM) of 10 nm, computed with the WV-CKD, is < 0.3%. In contrast, the accuracy of convolved normalized radiance, 
which is the ratio of diffuse radiance to direct solar irradiance, at an FWHM of 10 nm computed with the WV-CKD 
is < 0.11%. This accuracy is lower than the observational uncertainty of a ground-based angular-scanning radiom-
eter (approximately 0.5%). Finally, we applied the SKYMAP and DSRAD algorithms (Momoi et al. in Atmos Meas Tech 
13:2635–2658, 2020. https:// doi. org/ 10. 5194/ amt- 13- 2635- 2020) to SKYNET observations (Chiba, Japan) and com-
pared the results with microwave radiometer values. The precipitable water vapor (PWV) derived with the WV-CKD 
showed better agreement (correlation coefficient γ = 0.995, slope = 1.002) with observations than PWV derived with 
the previous CKD table (correlation coefficient γ = 0.984, slope = 0.926) by Momoi et al. (Momoi et al., Atmos Meas 
Tech 13:2635–2658, 2020). Through application of the WV-CKD to actual data analysis, we found that an accurate CKD 
table is essential for estimating PWV from sky-radiometer observations.
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1 Introduction
Aerosols, clouds, ozone, and water vapor are impor-
tant parameters for characterizing Earth’s climate and 
changes therein (e.g., IPCC 2021) and are therefore con-
sidered essential climate variables by the World Meteoro-
logical Organization (Bojinski et al. 2014). Some of these 
parameters are measured using ground- and satellite-
based instruments and estimated using the multi-term 
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least squares method (e.g., Dubovik and King 2000; Rog-
ers 2000), with radiative transfer models (RTMs) as the 
forward model. For example, Kudo et  al. (2021) simul-
taneously estimated aerosol microphysical and opti-
cal properties, as well as ozone and water vapor column 
concentrations, using the angular distributions of diffuse 
radiance observed with an angular-scanning radiometer 
(e.g., Holben et  al. 1998; Nakajima et  al. 2020) proceed 
with the SKYRAD.pack MRI version 2.

The computational efficiency of the radiance calcula-
tion can be improved through use of the lookup table 
(LUT) method, rather than direct application of the 
RTM, as the forward model. However, the recent trend 
in aerosol remote sensing with ground- and satellite-
based radiometers (e.g., Dubovik et  al. 2011; Nakajima 
et  al. 2020; Sinyuk et  al. 2020; Kudo et  al. 2021) has 
been toward increasing the number of retrieved param-
eters, and direct use of RTMs is preferred for analy-
sis of ground-based angular-scanning radiometer data 
with high degrees of freedom for control variables. Sev-
eral RTMs have been used for analysis of ground-based 
remote sensing data. For example, the AErosol RObotic 
NETwork (AERONET; Holben et  al. 1998), which is an 
international network of ground-based angular-scanning 
radiometers, uses a scalar RTM called RSTAR (System for 
Transfer of Atmospheric Radiation for Radiance calcula-
tions; Nakajima and Tanaka 1986, 1988) in version 2 of 
its inversion algorithm (Dubovik and King 2000; Dubo-
vik et  al. 2000, 2006), and a vector RTM called SORD 
(Successive ORDers of scattering; Korkin et  al. 2017) in 
version 3 (Sinyuk et  al. 2020). The SKYNET (Takamura 
and Nakajima 2004; Nakajima et al. 2007, 2020), another 
ground-based angular-scanning radiometer network, 
uses RSTAR in most of its analysis packages (Nakajima 
et al. 1996; Hashimoto et al. 2012; Kudo et al. 2021).

RSTAR is part of the STAR (System for Transfer of 
Atmospheric Radiation) series, which was developed and 
distributed by the OpenCLASTR project (http:// 157. 82. 
240. 167/ ~clastr/) led by some of the authors of this study. 
In addition to the scalar RTM (RSTAR), the STAR series 
includes a vector RTM called PSTAR (STAR for Polarized 
radiance calculations; Ota et al. 2010) and the flux calcu-
lation code FSTAR (STAR for Flux calculations; Naka-
jima et  al. 2000), making it a broadly compatible group 
of packages. In particular, RSTAR and PSTAR introduce 
efficient calculation methods for IMS (Improved Multi-
ple and Single scattering approximation; Nakajima and 
Tanaka 1988) and  Pn-IMS (IMS by nth order multiple 
scattering correction of the forward Peak; Momoi et  al. 
2022), respectively, enabling accurate reconstruction of 
sky radiances even in the solar aureole region. Therefore, 
these RTMs have been widely used in the analysis of sat-
ellite- and ground-based remote sensing observations, 

especially by the Japanese research community (e.g., Tak-
enaka et al. 2011; Hashimoto and Nakajima 2017; Sekigu-
chi et al. 2018; Shi et al. 2019). The STAR series efficiently 
computes multi-species gas-absorbing broadband radia-
tive flux using the method of Sekiguchi and Nakajima 
(2008), which is a nonlinearly optimized version of the 
correlated k-distribution (CKD) method (Lacis and 
Oinas 1991; Fu and Liou 1992). For narrow-band gas 
absorption calculation, RSTAR uses the CKD method 
for which the standard LUT (hereafter, SN-CKD) was 
designed mechanically with two Gaussian quadrature 
points, as described in Sect.  2.2. Based on RSTAR with 
the SN-CKD, Momoi et al. (2020) proposed an approach 
using the SKYMAP algorithm, which retrieves the con-
centrations of atmospheric gases, such as water vapor, 
from the dependence of the angular distribution of dif-
fuse radiance with a multi-term least squares method and 
calibrates the radiometric sensor using retrieved values, 
as described in Sect. 3.4.

Despite the progress described above, detailed assess-
ment of the information contents of the water vapor and 
aerosols included in the direct solar irradiance and diffuse 
radiance is insufficient due to the large computational 
burden. The main instrument of the SKYNET is an angu-
lar-scanning radiometer called sky-radiometer (Prede, 
Tokyo, Japan) that measures direct solar and diffuses irra-
diances with a finite field of view at multiple wavelengths, 
including a water vapor absorption band (940 nm). From 
these measurements, we retrieve aerosol properties (e.g., 
size distribution, refractive index, and particle shape), 
cloud properties (e.g., effective radius and cloud optical 
thickness; Khatri et al. 2019), and ozone and water vapor 
amounts (Khatri et  al. 2014; Uchiyama et  al. 2014). In 
general, the column total atmospheric water vapor (pre-
cipitable water vapor [PWV]) is estimated from atmos-
pheric transmittance in water vapor absorption regions, 
such as 940  nm, using observations taken with a pho-
tometer (Fowle 1912, 1915; Bruegge et  al. 1992; Schmid 
et al. 1996, 2001; Halthore et al. 1997; Holben et al. 1998; 
Campanelli et al. 2014, 2018; Uchiyama et al. 2014, 2019). 
Campanelli et al. (2014, 2018) and Uchiyama et al. (2014, 
2019) used the empirical equation: ln ˜TH2O = −a(mw)b 
(Bruegge et  al. 1992) to define the relationship between 
the convolved transmittance of atmospheric water vapor 
( ˜TH2O ) and PWV ( w ). In this equation, a and b are adjust-
ment parameters, which are affected by the filter response 
function of the radiometer and can be determined using 
several approaches, including comparison with other 
instruments (Campanelli et al. 2014, 2018) and theoreti-
cal calculations (Uchiyama et al. 2014; Giles et al. 2019). 
For determining the parameters through theoretical cal-
culations, the AERONET (Giles et al. 2019) uses the line-
by-line (LBL) method under a US standard atmosphere, 

http://157.82.240.167/~clastr/
http://157.82.240.167/~clastr/


Page 3 of 22Momoi et al. Progress in Earth and Planetary Science            (2022) 9:10  

while Uchiyama et  al. (2014) used the CKD method 
under Air Force Geophysics Laboratory (AFGL) stand-
ard atmospheres. However, Campanelli et al. (2014, 2018) 
reported that the parameters vary seasonally and spatially 
due to differences in the vertical profiles of water vapor, 
temperature, and pressure. Therefore, the parameters 
should be estimated seasonally and spatially, but imple-
mentation of this approach using the LBL method has a 
high computational cost. Obtaining the convolved trans-
mittance requires regular sensor calibration, in which the 
sensor output of the extraterrestrial solar irradiance (or 
calibration constant) is determined at a specific site (e.g., 
Mauna Loa Observatory), as the convolved transmittance 
is the ratio of the sensor output of direct solar irradiance 
to the calibration constant. Recently, Momoi et al. (2020) 
reported that the angular distribution of diffuse radiances 
for the water vapor absorption band in the almucantar 
plane is affected by PWV and proposed another PWV 
retrieval method based on this relationship. This method 
is suitable for us with long-term observations because a 
calibration constant can be determined from the PWV 
data derived from the on-site angular distribution of 
diffuse radiance using the SKYMAP algorithm. This 
approach requires accurate computations of sky radiances 
in the water vapor absorption band by the RTM. Further-
more, new algorithms for simultaneous retrieval of water 
vapor and aerosols and assessment of the retrieval using 
the water vapor absorption band are needed, as the dif-
fuse radiances at 940 nm in parts of the sky other than the 
almucantar plane contain information about aerosol ver-
tical inhomogeneity (Momoi et al. 2020).

In this study, we developed LUTs for the CKD method 
in the 940 nm water vapor absorption region (WV-CKD), 
installed the WV-CKD in RSTAR to enable rapid and 
accurate computation of the 940 nm band for retrieval of 
PWV, and assessed the impact of the introduction of the 
LUTs on PWV estimations from the angular distribution 
of diffuse radiances, using actual ground-based angular-
scanning radiometer observations in the water vapor 
absorption band. The WV-CKD was constructed through 
optimization of the quadrature values (point and weight) 
and numbers. Section 2 describes the methods and exper-
imental setup used to create the WV-CKD, and Sect.  3 
provides the results of simulations used to estimate the 
accuracy of the WV-CKD and its impact on PWV estima-
tion from actual SKYNET sky-radiometer observations.

2  Methods/experimental design
Section  2.1 describes the RTM calculation accuracy 
required to analyze sky-radiometer observations. Sec-
tion  2.2 examines the challenges facing the currently 
used LUT of the k distribution (SN-CKD) in RSTAR ver-
sion 7 (RSTAR7) for narrow-band sky radiance computa-
tion around the 940 nm region. Section 2.3 describes the 
method used to create a new LUT of the k distribution.

2.1  RTM calculation accuracy requirements
The sky-radiometer measures direct solar and diffuse 
irradiances. In previous studies (e.g., Uchiyama et  al. 
2014; Momoi et  al. 2020; Kudo et  al. 2021), PWV was 
estimated from direct solar irradiance and/or “normal-
ized radiance,” which is defined as the ratio of diffuse 
radiance to direct solar irradiance (Nakajima et al. 1996). 
Section 2.1.1 describes these values measured by the sky-
radiometer. Section  2.1.2 describes the uncertainty of 
sky-radiometer observations.

2.1.1  Measurement of sky irradiance
The POM-01 sky-radiometer measures direct solar and 
diffuse irradiances with a finite field of view at seven 
wavelengths: 315, 400, 500, 675, 870, 940, and 1020 nm. 
The latest model, POM-02, measures irradiance at 340, 
380, 1627, and 2200 nm in addition to those wavelengths. 
Diffuse irradiance is measured at scattering angles of 2, 3, 
4, 5, 7, 10, 15, 20, 25, 30, 40, 50, 60, 70, 80, 90, 100, 110, 
120, 130, 140, 150, and 160° in the almucantar and prin-
cipal planes.

Assuming a narrow spectral band filter response func-
tion, direct solar and diffuse irradiances can be described 
by a radiative transfer equation in a plane-parallel non-
refractive atmosphere as follows:

(1a)Fds(�) =
F0(�)

d2
T (�),

(1b)Fdf (�, �) =
F0(�)��

|µ|d2
L(�, �),

(1c)F0(�) ∝ Fsol(�),

(2a)T (�) ≡ exp

(
−

τ (�)

|µ0|

)
,

(2b)L(�, �) ≡ T (�)

{∫ τ(�)

0
exp

[
(τ − t)

(
1

|µ0|
−

1

|µ|

)]
ω

′

(�, t)P
′

(�, �, t)dt + q(�, �)

}
,
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where Fds is the sensor output current of the direct 
solar irradiance; Fdf is the sensor output current of dif-
fuse irradiance detected with a finite field of view ( �� ); 
F0 is the calibration constant, which is the sensor output 
current for extraterrestrial solar irradiance ( Fsol ) at the 
mean distance between earth and the sun; T  is trans-
mittance; L is diffuse intensity defined as Eqs. (1b) and 
(2b); R is normalized radiance; d is the distance between 
Earth and the sun (AU); � is wavelength; τ is total opti-
cal thickness; m0 is the optical air mass, represented as 
m0 = 1/|cosθ0| = 1/|µ0| ; P

′
(
�, �, τ ′

)
 and ω′

(
�, τ ′

)
 are the 

total phase function and total single scattering albedo, 
respectively, at an altitude of τ = τ

′ ; and q is the multi-
ple scattering contribution. Although determination of T  
requires F0 , R does not require F0 due to the normaliza-
tion. Hereafter, T  and L are referred to as sky intensities. 
Assuming a single homogeneous layer, L can be simpli-
fied as follows:

Furthermore, assuming a wideband filter response func-
tion ( φ ), convolved Fds and Fdf ( ˜Fds and ˜Fdf ) with φ can be 
obtained through convolution of Eq. (1), as follows:

Hence, the convolved sky intensities ( ˜T  and ˜L ) and con-
volved normalized radiance ( ˜R ) are defined as follows:

(2c)R(�, �) ≡
|µ|Fdf (�; �)

Fds(�)��
=

L(�, �)

T (�)
,

(3a)L(�, �) = ωτP(�, �)E(µ, �)+ q(�, �)T (�),

(3b)E(µ, �) ≡

{
T (�) µ = µ0[(

1
|µ0|

−

1
|µ|

)
τ (�)

]
−1[

exp
(
−

τ(�)
|µ|

)
− exp

(
−

τ(�)
|µ0|

)]
µ �= µ0

.

(4a)

˜Fds(�) =

∫
φ(�)Fds(�)d� =

1

d2

∫
φ(�)F0(�)T (�)d�,

(4b)

˜Fdf (�) =

∫
φ(�)Fdf (�)d� =

��

|µ|d2

∫
φ(�)F0(�)L(�, �)d�,

(4c)˜F0(�) =

∫
φ(�)F0(�)d� ∝

∫
φ(�)Fsol(�)d�.

(5a)˜T (�) =
˜Fds(�)d

2

˜F0(�)
=

∫
φ(�)Fsol(�)T (�)d�∫

φ(�)Fsol(�)d�
,

(5b)˜L(�, �) =

∫
φ(�)Fsol(�)L(�, �)d�∫

φ(�)Fsol(�)d�
.

(5c)˜R(�, �) ≡
˜L(�, �)

˜T (�)
=

∫
φ(�)Fsol(�)L(�, �)d�∫
φ(�)Fsol(�)T (�)d�

,

Although sky radiance in weak gas absorption regions, 
such as at 340, 380, 400, 500, 675, 870, and 1020 nm in 
sky-radiometer observations, can be assumed to repre-
sent narrow spectral bands (Eq. [2]), sky radiance in gas 
absorption regions, such as the 940 nm band in sky-radi-
ometer observations, requires convolution (Eq. [5]).

2.1.2  Uncertainty of sky‑radiometer observations
In the SKYNET analysis algorithms (e.g., Momoi et  al. 
2020; Kudo et al. 2021) used with sky-radiometer obser-
vations, the measurement values are treated as ln ˜T  and 
ln ˜R , obtained using Eq. (5). The weighted values ( σ 2

˜T
 and 

σ 2
˜R
 ) of the covariance matrix in the algorithms are 

expressed under the assumption that ˜Fds , ˜Fdf , and ˜F0 are 
independent of each other, as follows:

where σ
˜F0

 is the standard deviation of the sky-radiometer 
calibration constant ( ln ˜F0 ) or the relative error of ˜F0 , as 

∂ ln ˜F0 ∼
∂ ˜F0
˜F0

 ; σ
˜Fds

 and σ
˜Fdf

 are the standard deviations of 
sky-radiometer measurements ( ln ˜Fds and ln ˜Fdf , 
respectively).

In this study, we estimated σ
˜Fds

 from 10 × 10 radiances 
sampled at 0.1° intervals in a circumsolar domain of ± 1° 
in both the zenith and azimuth angle directions. This 
measurement protocol is mainly used for calibration of 
the solid view angle through the solar disk scan method 
(Nakajima et  al. 1996, 2020; Boi et  al. 1999; Uchiyama 
et al. 2018). The solar disk scan method provides a solar 
aureole angular distribution (Fig.  1), which reduces 
observational noise with a Gaussian filter. Therefore, the 
uncertainty of sky intensity data is calculated from the 
difference ( �f  ) of sky irradiance between observed and 
Gaussian-filtered data, as follows:

where f obs and f gf are the observed and Gaussian-fil-
tered sky irradiances, respectively. Because the magni-
tude of the solar aureole angular distribution differs at 
large scattering angles ( � ≥ 0.3o ), we used a range of 0.3°. 
Therefore, we could estimate the uncertainties of ˜Fds 
from �f  , as the solar disk diameter is approximately 0.5°. 
Figure 2 shows an example histogram of �f  at 340, 500, 

(6a)σ 2
˜T
= σ 2

˜Fds
+ σ 2

˜F0
,

(6b)σ 2
˜R
= σ 2

˜Fdf
+ σ 2

˜Fds
,

(7)�f = lnf obs(�)− lnf gf (�),
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and 940 nm based on measurements taken with the sky-
radiometer POM-02 (serial no. PS2501401) on February 
27 and 28, 2020, in Akiruno, Tokyo (35.751°N, 139.323°E). 
Table 1 lists the uncertainties of ˜Fds and indicates that the 
standard deviation of sky-radiometer measurements 
( σ

˜Fds
 ) at all wavelengths is less than 5.0× 10−3 . Thus, σ

˜Fdf
 

is expected to be larger than σ
˜Fds

 . This is because ˜Fds and 
˜Fdf are measured using the same detector, but ˜Fds ≫ ˜Fdf 
by the solar incident beam. Therefore, 5.0× 10−3 is a rea-
sonable benchmark value for errors in ˜Fds and ˜Fdf in this 
study.

2.2  Challenges regarding the k‑distribution lookup table 
in RSTAR 

In RSTAR7, gas absorption is considered for  H2O,  CO2, 
 O3,  N2O, CO,  CH4, and  O2 using HITRAN 2004 database 
(Rothman et al. 2005) and MT_CKD version 1 (Mlawer 
et al. 2012) for continuum absorptions. Gas absorption is 
calculated using the CKD method with a LUT 
(ckd.g.ch_2_2e3; SN-CKD), which generates two Gauss-
ian quadrature points without optimization in each sub-
band. The resolution of the SN-CKD at wavenumber ( k ) 
is dlog10k = 5× 10−4 ( dk ≈ 12.2cm−1 at 940  nm). In 
weak gas absorption regions (e.g., sky-radiometer meas-
urements at 340, 380, 400, 500, 675, 870, and 1020 nm), 
the radiance can be accurately computed using the SN-
CKD because the gas absorption coefficient is small rela-
tive to other processes (e.g., Rayleigh scattering and 
aerosol extinction). However, careful consideration of the 
quadrature numbers is essential in the water vapor 
absorption region around 940  nm due to the complex 
absorption characteristics of water vapor. Therefore, we 
validated the radiance calculation with SN-CKD around 
940  nm (10,000–10,900 cm−1 [1000–917  nm]) through 

the LBL method using simulated band-averaged sky 
intensities for sub-bands ( T =

Fds

F0
 and L =

|µ|Fdf (�,�)

F0(�)��
 ). 

The LBL method is based on the line absorption calcula-
tion from HITRAN 2012 (Rothman et al. 2013) and con-
tinuum absorption from MT_CKD version 3.2 (Mlawer 
et  al. 2012). The band-averaged sky intensities for sub-
bands were computed using RSTAR7 with the IMS 
method (Nakajima and Tanaka 1988). The validation 
dataset (CA-DB) consisted of band-averaged sky intensi-
ties at ground level, which were calculated from conti-
nental averaged aerosol conditions (Hess et al. 1999) with 
aerosol optical thickness (AOT) of 0.05, 0.20, and 1.00 at 
940 nm; solar zenith angles of 30, 50, and 70 degrees in 
two sky-radiometer observation planes (almucantar and 
principal); and PWV from 0.5 to 6  cm at an interval of 
0.5 cm. The vertical atmospheric profile is the US stand-
ard atmosphere employed in RSTAR7. Extraterrestrial 

Fig. 1 Example solar aureole angular distributions of the 
sky-radiometer at 500 nm obtained through the solar disk scan 
method on February 27, 2020, at Akiruno, Japan. Blue dots are 
measured values and red dots show the angular distribution with 
noise reduction using a Gaussian filter

Fig. 2 Example histogram of the differences at 340, 500, and 940 nm 
of the sky-radiometer measurements on February 27 and 28, 2020 in 
Akiruno, Japan

Table 1 Uncertainty of sky irradiance based on comparison 
between f obs and f gf

Wavelength Num. of data Standard deviation

315 nm 127 5.0× 10−3

340 nm 117 3.0× 10−3

380 nm 104 1.9× 10−3

400 nm 122 2.7× 10−3

500 nm 119 2.9× 10−3

675 nm 114 4.1× 10−3

870 nm 135 6.5× 10−3

1020 nm 105 4.3× 10−3

940 nm 110 4.3× 10−3

1627 nm 56 4.8× 10−3

2200 nm 57 4.4× 10−3
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solar irradiance was averaged at the sub-band ( dlog10k ) 
level. Therefore, with the LBL method, T  and L are 
expressed as:

where TA and TR are the monochromatic transmittances 
of aerosol extinction and Rayleigh scattering, respec-
tively; TH2O is the monochromatic transmittance of water 
vapor absorption (line and self-continuum); and Tcont is 
the monochromatic transmittance of the  O2 and  O3 con-
tinuum absorption. Because the differential interval of 
the numerical integral is too small ( dκ = 0.01cm−1 ) for 
use with the LBL method, TH2O is obtained using Beer–
Lambert’s law as follows:

where σH2O,line and σH2O,cont are the absorption coef-
ficients [/m] of the water vapor line and self-continuum 
absorptions, respectively; K  is the temperature; p is the 
pressure; and z is the geometric thickness of the atmos-
phere [m]. Figure 3 shows the maximum errors ( εImax ) of 
T  and L obtained with the SN-CKD compared with the 
LBL method, which were determined as:

(8a)

T
LBL(

�
)
=

1
∫
�κ

dκ
κ2

∫

�κ

TA(�)TR(�)TH2O(�)Tcont(�)
dκ

κ2
,

(8b)

L
LBL(

�, �
)
=

1
∫
�κ

dκ
κ2

∫

�κ

TA(�)TR(�)TH2O(�)Tcont(�)R(�, �)
dκ

κ2
,

(9)
ln[TH2O(�)] = −m0(θ0)

∫ z

0

[
σH2O,line(K , p, �)+ σH2O,cont(K , �)

]
dz,

(10a)ε2
T ,RT

(
�; θ0,w, τa

)
=

(
ln

T
LBL

T
CKD

)2

,

The root mean square errors of εImax for CA-DB were 
8.24 × 10−1 (approximately 82.4% error) at 10,000–
10,902 cm−1 , and 1.16 (approximately 116% error) at 
10,411–10,864 cm−1 [961–920  nm]. This error propa-
gates to the convolved sky intensities. Thus, the error 
of convolved sky intensities with a filter response func-
tion of Gaussian shape at a full width at half maximum 
(FWHM) of 10  nm, corresponding to the FWHM of 
the sky-radiometer’s filter, reaches 22%, as discussed in 
Sect. 3.2. This residual error is larger than σFds . One rea-
son for this large error is an update of the absorption 
database from HITRAN 2004 to HITRAN 2012 where 
the number of water vapor absorption lines in this band 
increased more than fourfold. Another reason is the lack 
of optimization, which leads large error under the US 
atmosphere.

2.3  Method used to create the new k‑distribution lookup 
table

In this study, a new LUT of the k distribution at 10-cm−1 
intervals ( �κ ) from 10,000 cm−1 to 10,900 cm−1 (hereaf-
ter WV-CKD-10) was constructed through optimization 
of the quadrature values (point and weight) and numbers 
through the LBL method. Radiation around 940  nm is 
attenuated mainly through aerosol extinction, Rayleigh 
scattering, and gas absorption including  O2 continuum, 
 O3 continuum, and water vapor line and self-continuum 
absorptions. Thus, WV-CKD-10 consists of three LUTs: 
quadrature weights, water vapor k distribution, and  O2 
and  O3 continuums. Those LUTs were created from 

(10b)ε2
L,RT

(
�;�, θ0,w, τa

)
=

(
ln

L
LBL

L
CKD

)2

,

(10c)ε2
Imax

(
�
)
= max

{
ε2
T ,RT

(
�
)
, ε2

L,RT

(
�
)
|θ0 = 30(20)70o;w = 0.5(0.5)6cm; τa = 0.05, 0.2, 1.0

}
.

Fig. 3 The maximum error of the SN-CKD with CA-DB. SN-CKD is the standard lookup table for the CKD method in the radiative transfer model 
RSTAR. CA-DB is dataset consisting of radiances at ground level under continental averaged aerosol condition of Hess et al. (1999)
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HITRAN 2012 (Rothman et al. 2013) and MT_CKD ver-
sion 3.2 (Mlawer et al. 2012). Because computation of the 
RTM requires the number of quadrature values, WV-
CKD optimally contains the minimum quadrature num-
bers in addition to quadrature values optimized for 
E(µ, �) under six AFGL standard atmospheres (US stand-
ard, tropical, mid-latitude summer, mid-latitude winter, 
high-latitude summer, and high-latitude winter) in 
RSTAR7. In this study, the maximum error ( 

√
ε2E  ) of 

E(µ, �) for �κ = 10cm−1 is achieved at values less than 
5.0× 10−3 . The quadrature values, consisting of a pair of 
point and weight values, were optimized with the Gauss–
Newton method, and the quadrature numbers were 
determined through a linear search from 2 to 64. After 
construction of the WV-CKD-10, we validated it with 
CA-DB, as described in the previous subsection for the 
validation dataset of the SN-CKD.

3  Results and discussion
3.1  Optimized k‑distribution lookup table
Figure  4a shows the quadrature numbers and Fig.  4b 
shows the maximum error ( 

√
ε2
Imax

 ), which was satisfied 
at values less than 5.0× 10−3 for 10,000–10,900 cm−1 . 
The quadrature number falls into the range of 3–15 at 
10,000–10,900 cm−1 and 4–15 at 10,410–10,870 cm−1 
[961–920  nm]. The median quadrature number is 7 at 
10,000–10,900 cm−1 and 8 at 10,410–10,870 cm−1 [961–
920  nm], as the water vapor line absorption around 
940  nm is complex and requires numerous quadrature 
points to maintain accuracy. In conclusion, using the 
WV-CKD-10 reduces the number of executions of the 
RTM to approximately 1/100 of the number needed for 
the LBL method, as the band-averaged sky intensities at 
10 cm−1 must be computed 1000 times with the LBL 
method ( = 10cm−1/0.01cm−1 ) in RSTAR7 (Table 2).

The equations for band-averaged sky intensities differ 
markedly between the LBL and CKD methods. TCKD and 
L
CKD , derived using the WV-CKD, are as follows:

where TA and TR are the band-averaged values of TA and 
TR , respectively; Nch is the number of quadrature points; 
T

(i)
H2O,ckd and R(i) are the ith transmittance and normal-

ized radiance of the quadrature values of the k distri-
bution at �κ , respectively; and ξi is the ith quadrature 
weight of the k distribution at �κ , which is normalized to:

(11a)
T

CKD(
�
)
= TA

(
�
)
TR

(
�
)
T cont

(
�
)∑Nch

i=1
ξiT

(i)
H2O,ckd

(
�
)
,

(11b)
L
CKD(

�, �
)
= TA

(
�
)
TR

(
�
)
T cont

(
�
)

∑Nch

i=1
ξiT

(i)

H2O,ckd

(
�
)
R
(i)(�, �),

In the CKD method, convolved sky intensities ( ̂T  and L̂ ) 
are determined with the stepwise filter response function 
φ , as follows:

where F sol is the band-averaged extraterrestrial solar 
irradiance and Ns is the number of sub-bands. T̂  and 
˜T  in Eq.  (5a) ( ̂L and ˜L in Eq. (5b)) are not entirely syn-
onymous, but are generally equivalent based on the 
assumption that the extraterrestrial solar irradiance and 
filter response function being nearly constant across sub-
bands. The residual errors ( ε

T̂ ,RT
 and εL̂,RT ) of T̂  and L̂ for 

the CKD method are obtained as follows:

If we assume that TH2O is roughly randomly distributed 
in the range of TH2O,min = 0 to TH2O,max = 1 , ε2

T̂ ,RT
 and 

ε2
L̂,RT

 are obtained as follows:

(12)
∑Nch

i=1
ξi = 1.

(13a)T̂ (�) =

∑Nsφ · F sol · T ·�κ�
2

∑Nsφ · F sol ·�κ�
2

,

(13b)L̂(�, �) =

∑Nsφ · F sol · L ·�κ�
2

∑Nsφ · F sol ·�κ�
2

.

(13c)F sol

(
�
)
≡

∫
�κ

Fsol(�)
dκ
κ2

�κ�
2

,

(13d)φ
(
�
)
≡

∫
�κ

φ(�)dκ
κ2

�κ�
2

,

(14a)

ε2�T ,RT
=

�
ln

�
Nsφ · F sol · T

CKD
·�κ�

2

�
Nsφ · F sol · T

LBL
·�κ�

2

�2

∼





��
Nsφ · F sol · T

CKD
·�κ�

2
�
−

��
Nsφ · F sol · T

LBL
·�κ�

2
�

�
Nsφ · F sol · T

LBL
·�κ�

2




2

=

�
Ns

�
φ · F sol · T

LBL
· ε

T ,RT ·�κ�
2
�2

��
Nsφ · F sol · T

LBL
·�κ�

2
�2 ,

(14b)

ε2�L,RT(�) =

�
ln

�
Nsφ · F sol · L

CKD
(�) ·�κ�

2

�
Nsφ · F sol · L

LBL
(�) ·�κ�

2

�2

∼





��
Nsφ · F sol · L

CKD
·�κ�

2
�
−

��
Nsφ · F sol · L

LBL
·�κ�

2
�

�
Nsφ · F sol · L

LBL
·�κ�

2




2

=

�
Ns

�
φ · F sol · L

LBL
(�) · ε

L,RT ·�κ�
2
�2

��
Nsφ · F sol · L

LBL
(�) ·�κ�

2
�2 ,

(14c)ε2
Îmax

= max
{
ε2
T̂ ,RT

, ε2
L̂,RT

(�)

}
.
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where <> indicates an averaging operation;

(15)ε2
T̂ ,RT

∼ ε2
L̂,RT

∼ D2�2 < ε2
Imax

>,

(16a)

D
2
≡

<

�
T
LBL

�2
>

�
< T

LBL
>

�2 ∼

� TH2O,max

TH2O,min
x
2dx

TH2O,max − TH2O,min

/





� TH2O,max

TH2O,min
xdx

TH2O,max − TH2O,min





2

=

4

3
≈ 1.33,

In Eq.  (15), εT ,RT ∼ εL,RT ∼< ε2
Imax

> . The second term 
on the right-hand side of Eq. (16a) is a rough assumption 
because of the biased probability distribution of TLBL . 
For example, D2 is 1.18, 1.38, and 1.82 at 10,410–10,870 
cm−1 [961–920 nm] under the US standard atmosphere 
with a respective PWV of 0.7, 1.4, and 2.8  cm and a 

(16b)�2
≡

∑Ns

[
φ · F sol ·�κ�

2
]2

[∑Nsφ · F sol ·�κ�
2
]2 ∼ (0.242)2.

Fig. 4 Architecture of the WV-CKD-10. The top panel (a) shows the number of quadrature points in the sub-band. The bottom panel (b) shows the 
maximum residual error relative to the LBL method using CA-DB. WV-CKD-10 is a lookup table for the CKD method in the water vapor absorption 
region of 940 nm at 10-cm−1 intervals. CA-DB is dataset consisting of radiances at ground level under continental averaged aerosol condition of 
Hess et al. (1999)

Table 2 Description of the WV-CKDs. WV-CKD is a series of lookup tables for the CKD method in the water vapor absorption region of 
940 nm at 2-, 5-, and 10-cm−1 intervals

WV‑CKD‑2 WV‑CKD‑5 WV‑CKD‑10 LBL

Resolution 2 cm−1 5 cm−1 10 cm−1 0.01 cm−1

Maximum error of E(µ, �) : 
(
ε2
E

)1/2 11.2× 10−3 7.1× 10−3 5.0× 10−3 –

Median quadrature numbers (10,000–10,900 cm−1) 4 6 7 –

Median quadrature numbers (10,410–10,870 cm−1) 5 6 8 –

Mean computation times (10,000–10,900 cm−1) 2.18/cm−1 1.18/cm−1 0.734/cm−1 100/cm−1

Mean computation times (10,410–10,870 cm−1) 2.44/cm−1 1.33/cm−1 0.848/cm−1 100/cm−1

D� of Eq. 16 (FWHM = 5 nm) 0.176 0.280 0.394 –

D� of Eq. 16 (FWHM = 10 nm) 0.124 0.198 0.278 –

D� of Eq. 16 (FWHM = 15 nm) 0.102 0.162 0.228 –
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solar zenith angle of 70 degrees. The second expression 
on the right-hand side of Eq. (16b) is an estimate for the 
situation in which the FWHM is 10 nm and the central 
wavelength is 940 nm using the extraterrestrial solar irra-
diance reported by Coddington et  al. (2021). Moreover, 
the residual error ( ε

R̂,RT
 ) of the convolved normalized 

radiance ( ̂R ) with the stepwise filter response function is 
obtained as follows:

Using Eqs. (10) and (15), ε2
Îmax

 is estimated as 
ε2
Îmax

∼ D2�2 < ε2
Imax

>∼ (D�εE)
2 and the expected 

residual errors of radiances simulated with the WV-CKD 
are estimated as follows:

3.2  Evaluation of the WV‑CKD
To evaluate sky radiance at ground level in detail, we con-
structed a fine-scale LUT of the k distribution 
( �κ = 2, 5cm−1 ; hereinafter, WV-CKD-2 and WV-
CKD-5, respectively) in the manner described in Sec. 2.3; 
in this case, 

√
ε2E  was satisfied at values below 11.2× 10−3 

and 7.1× 10−3 to maintain accuracy of the 10cm−1 band-
averaged sky intensities below 5.0× 10−3 (equal to that of 
the WV-CKD-10). The details of the WV-CKD-2 and 
WV-CKD-5 are summarized in Table 2. The quadrature 
numbers of the WV-CKD-2 and WV-CKD-5 fall into the 
ranges of 1–9 and 2–11, respectively. The median quad-
rature numbers of the WV-CKD-2 and WV-CKD-5 are 4 
and 6, respectively. Therefore, using all of the WV-CKD 
developed here allows for ≥ 46-fold more rapid calcula-
tion than the LBL method. The simulation (using a data-
set consisting of sky intensities at ground level under 
several aerosol conditions from Dubovik et  al. 2000; 
hereinafter, DU-DB) was conducted for the two aerosol 
types reported by Dubovik et al. (2000) and two atmos-
pheric profiles, described in Table  3. The atmospheric 
profiles used represented the SKYNET Chiba site 
(35.63°N, 140.10°E) and were obtained from National 
Centers for Environmental Prediction (NCEP) reanalysis 

(17a)

R̂
CKD(�) ≡

L̂
CKD

T̂CKD(�)

= R̂
LBL(�)e

ε
R̂,RT

(�)

= R̂
LBL(�)e

ε
L̂,RT

(�)−ε
T̂ ,RT ,

(17b)ε2
R̂max

= max
{
ε2
R̂,RT

(�)

}
.

(18)

ε2
T̂ ,RT

∼ ε2
L̂,RT

≤ ε2
Îmax

∼ (D�εE)
2
∼ (0.278)2

×

(
5.0× 10

−3
)2

≪ σ 2
Fds

∼ σ 2
Fdf

.

1 data for 2018 (Fig.  5). The sky intensities were con-
volved using filter response functions for three Gaussian 
shapes (FWHM: 5, 10, 15 nm) at two central wavelengths 
of 936 and 940 nm (Fig. 6).

3.2.1  Comparison with convolved sky intensities obtained 
using the stepwise filter response function

T̂LBL , L̂LBL , and R̂LBL assume that the extraterrestrial solar 
irradiance and filter response function are nearly constant 
in each sub-band. Therefore, this section aims to evaluate 
whether the WV-CKD can be used for aerosol and atmos-
pheric vertical profiles other than the six AFGL standard 
atmospheres with continental averaged aerosols.

Table  4 summarizes the maximum residuals obtained 
between the LBL and CKD methods. The expected values 
( D�

√
ε2E  ) estimated using Eq. (15) in each simulation are 

also presented in Table  4. The 
√
ε2
Îmax

 values obtained 
using all WV-CKD were smaller than 1.64 × 10−3 and 
similar to the expected residual errors 
( D�

√
ε2E = 2.0× 10−3, 1.4 × 10−3 and 1.1× 10−3 at 

FWHM of 5, 10, and 15 nm, respectively). In some cases, 
the residual errors exceed D�

√
ε2E  , but fall within two 

standard deviations ( 2D�
√
ε2E  ) due to fluctuations in 

transmittance [Eq. (16a)]. This suggests that the WV-
CKD can be used under conditions other than the six 
AFGL standard atmospheres with continental averaged 
aerosols; moreover, the expected residual error ( D�

√
ε2E  ) 

is a useful benchmark of T̂CKD and L̂CKD . Additionally, 
the 

√
ε2
R̂max

 values were smaller than 3.97× 10−4 and 

much smaller than 
√
ε2
Îmax

 . This difference arises because 
the normalized radiance cancels the residual error of 
T̂CKD and L̂CKD , as shown in Eq.  (17a). In contrast, the √
ε2
Îmax

 values obtained using the SN-CKD were much 
larger, ranging from 7.53× 10−3 to 2.21× 10−1 , and were 
not negligible relative to the uncertainty of sky-radiome-
ter observations. Thus, the 

√
ε2
R̂max

 of the SN-CKD is 

better than 
√
ε2
Îmax

 , but reaches 6.71× 10−2 at the 
FWHM of 5 nm and 3.89× 10−2 at an FWHM of 10 nm.

3.2.2  Comparison with convolved sky intensities obtained 
using a smooth filter response function

˜TLBL , ˜LLBL , and ˜RLBL are calculated using the LBL method 
and convolved with a smooth filter response function and 
the high-resolution ( 0.01cm−1 ) extraterrestrial solar irra-
diance data from Coddington et  al. (2021). This section 
provides a comprehensive assessment of T̂CKD , L̂CKD , 
and R̂CKD in addition to the general performance of gas 
absorption discussed in Sect. 3.2.1. The residual errors of 
the convolved sky intensities are defined as follows:
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where ε2
˜T ,FRF

 and ε2
˜L,FRF

 are the residual errors arising 
from the assumptions of the extraterrestrial solar irradi-
ance and filter response function. The maximum residu-
als can be obtained as follows:

(19a)ε2
˜T
=

(
ln
T̂CKD

˜TLBL

)2

=

[
ln

(∑Nsφ · F sol · T
CKD

·�κ�
2

∑Nsφ · F sol ·�κ�
2

/

∫
φ(�)Fsol(�)T

LBL(�)d�∫
φ(�)Fsol(�)d�

)]2
∼ ε2

T̂ ,RT
+ε2

˜T ,FRF
,

(19b)ε2
˜L
(�) =

(
ln
L̂CKD

˜LLBL

)2

=

[
ln

(∑Nsφ · F sol · L
CKD

(�) ·�κ�
2

∑Nsφ · F sol ·�κ�
2

/

∫
φ(�)Fsol(�)L

LBL(�, �)d�∫
φ(�)Fsol(�)d�

)]2
∼ ε2

L̂,RT
+ε2

˜L,FRF
,

(19c)ε2
˜R
(�) =

[
ln

(
L̂CKD

T̂CKD
/
˜LLBL

˜TLBL

)]2
=

[
ln

(∑Nsφ · F sol · L
CKD

(�) ·�κ�
2

∑Nsφ · F sol · T
CKD

·�κ�
2

/

∫
φ(�)Fsol(�)L

LBL(�, �)d�∫
φ(�)Fsol(�)T

LBL(�)d�

)]2
,

(20a)ε2
˜Imax

= max
{
ε2
˜T
, ε2

˜L
(�)

}
,

(20b)ε2
˜Rmax

= max
{
ε2
˜R
(�)

}
.

Table 3 Description of the simulation data used in Sec 3.2 (DU-DB)

Element Variable Type 1 Type 2 Type 3 Type 4

Aerosol Component (Dubovik et al. 2000) Water-soluble Biomass burning

Vertical profile exp (−z/H), H = 2 km exp (−z/H), H = 4 km

Optical depth at 500 nm 0.2 0.4

Atmosphere Vertical profile Chiba Jan Chiba-Apr Chiba-Jul Chiba-Oct

PWV 0.78 cm 1.79 cm 4.64 cm 2.58 cm

Geometry Solar zenith angle 60 degree 40 degree

Fig. 5 Monthly mean atmospheric vertical profiles at the SKYNET Chiba site in 2018 obtained from NCEP reanalysis 1 data. Left and center panels 
show vertical profiles of pressure and temperature, respectively. Right panel is the vertical profile of water vapor normalized to PWV of 2 cm
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Figure 7 shows the angular distribution of the convolved 
normalized radiances simulated for type 2 DU-DB. 
Although the convolved ˜R value obtained with the SN-
CKD had large errors in backward scattering and the 
zenith region (approximately 1.5%), convolved ˜R values 
from the WV-CKDs showed better performance (< 0.1%). 
Table  5 summarizes ε2

˜Imax
 and ε2

˜Rmax
 for the simulation 

using DU-DB. Although a finer �κ is effective for assess-
ing the shape of the filter response function, Table 5 does 
not follow this trend. This discrepancy arises because 
extraterrestrial solar irradiance has strong wavelength 
dependence (Coddington et  al. 2021), so it might affect 
performance more strongly than the shape of the response 
function. In that case, the residual errors obtained with 
the WV-CKD-2 and WV-CKD-5 are within 3× 10−3 . In 
the case of an FWHM of 5 nm, the residual errors from 
the WV-CKD-10 are significantly large (> 1× 10−2 ) due 
to the assumption of the stepwise function. In contrast, 
R̂CKD was less strongly affected than T̂CKD and L̂CKD 

( 
√
ε2
˜Rmax

≤ 1.1× 10−3 ), in accordance with the relation-
ship between ε2

R̂max
 and ε2

Îmax
 described in Sect. 3.2.1. This 

finding indicates an advantage of sky-radiometer observa-
tions, as Momoi et al. (2020) proposed estimation of PWV 
from the angular distribution of ˜R . With an FWHM of 
10 nm, corresponding to the sky-radiometer specification, 
the 

√
ε2
˜Imax

 values of the WV-CKD-2, WV-CKD-5, and 
WV-CKD-10 are less than 3.2× 10−3 , 1.3× 10−3 , and 
4.0× 10−3 , respectively. These values are significantly 
smaller than 

√
ε2
˜Imax

 obtained using the SN-CKD 
( ≤ 1.5× 10−1 ). In comparison, the 

√
ε2
˜Rmax

 values of all 
WV-CKDs reach 1.1× 10−3 . In conclusion, this simula-
tion suggests that the WV-CKD-5 is useful for computa-
tion of sky radiances (direct solar irradiances and 
normalized radiances) based on sky-radiometer observa-
tions. Moreover, this process is approximately 75-fold 
more rapid than the LBL method.

Fig. 6 Filter response functions (FWHM: 5, 10, and 15 nm). Black lines represent true filter response functions at central wavelengths of 936 and 
940 nm. Blue, red, and green lines show stepwise functions integrated at the sub-band level for WV-CKD-2, -5, and -10, respectively. WV-CKD-2, -5, 
and -10 are lookup tables for the CKD method in the water vapor absorption region of 940 nm at 2-, 5-, and 10-cm−1 intervals, respectively.  FWHM 
of (a) 5 nm, (b) 10 nm, and (c) 15 nm at a central wavelength of 936 nm; FWHM of (d) 5 nm, (e) 10 nm, and (f) 15 nm at a central wavelength of 940 
nm
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3.3  Relationship between convolved normalized radiances 
around 940 nm and PWV

Momoi et al. (2020) investigated the relationships among 
˜R around 940 nm, PWV, and the vertical profiles of aer-
osols and reported two major findings. First, ˜R depends 
on PWV in both almucantar and principal planes, with 
˜R in the principal plane being more strongly dependent 
on PWV. Second, ˜R in the principal plane depends on 
the vertical aerosol profile, whereas ˜R in the almucantar 
plane is nearly independent of the vertical aerosol pro-
file. Because Momoi et al. (2020) used the SN-CKD, we 
repeated their analysis with the WV-CKD-2. In this sec-
tion, we describe sensitivity tests conducted under two 
aerosol conditions with US standard atmospheres, as 
described by Momoi et  al. (2020): the continental aver-
age and the continental average + transported dust in 
the upper atmosphere (Table  6). All continental aver-
age aerosols were assumed to be spherical, and the dust 
aerosols were assumed to be spheroid, which differed 
from the assumption used in Momoi et  al. (2020). The 
spheroid particles used here are the kernels developed 
by Dubovik et  al. (2006) with an aspect ratio set to 0.6, 

representing the yellow sand particles reported by Naka-
jima et al. (1989). The radiances were convolved with a fil-
ter response function of Gaussian shape with an FWHM 
of 10 nm and central wavelength of 940 nm. Note that the 
filter response function also differed from the function 
described by Momoi et al. (2020).

Figure  8 shows the results of sensitivity tests con-
ducted with the SN-CKD and WV-CKD-2. The results 
obtained with the SN-CKD are similar to those described 
by Momoi et al. (2020). Although the magnitude of ˜R dif-
fered from the value reported by Momoi et  al. (2020), 
the relationship between ˜R around 940  nm and PWV 
was consistent with their findings. Other sensitiv-
ity tests (Figs.  4–6 in Momoi et  al. 2020) had the same 
characteristic.

3.4  PWV estimation from sky‑radiometer observations
3.4.1  Brief outline of the method proposed by Momoi et al. 

(2020)
According to Momoi et  al. (2020), the calibration con-
stants for the water vapor band (940  nm) can be deter-
mined using ˜T  derived from the angular distribution of ˜R , 

Fig. 7 Angular distributions of simulated normalized radiances simulated for type 2 (Table 3) in the almucantar and principal planes with an FWHM 
of 10 nm and a central wavelength of 940 nm. a, b Convolved normalized radiance, R . c, d Relative errors of the simulated radiance with the SN-CKD 
and WV-CKDs. SN-CKD is a standard lookup table for the CKD method in the radiative transfer model RSTAR. WV-CKD is a series of lookup tables for 
the CKD method in the water vapor absorption region of 940 nm at 2-, 5-, and 10-cm−1 intervals. Note that the lines in the top panels overlap
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which is referred to as the SKYMAP algorithm. The SKY-
MAP algorithm includes the following three steps (Fig. 9). 
Aerosol properties (aerosol size distribution, complex 

refractive index, and sphericity) are estimated from the 
angular distribution of ˜R in the range of 340–1020  nm, 
except at 940  nm; ˜T  at 940  nm is estimated from the 

Table 6 Microphysical and optical properties and vertical profiles of aerosols used in sensitivity testing, in accordance with the 
approach described by Momoi et al. (2020)

Aerosol Components Size distribution Refractive index 
at 940 nm

Relative weight in total 
optical thickness at 
500 nm

Vertical profile

Mode 
radius 
(μm)

Mode width Real Imaginary

Continental average Water-soluble 0.18 0.81 1.43 0.0074 0.90 exp (−z/H) , H = 8 km

Soot 0.05 0.69 1.75 0.44 0.07 exp (−z/H) , H = 4 km

Insoluble 5.98 0.92 1.52 0.008 0.03 exp (−z/H) , H = 2 km

Transported dust Dust 3.23 0.79 1.53 0.004 0.25 1
√

2πσ
exp

(
−

(z−zc)

2σ 2

)
 , zc = 3.5 km

σ = 0.4 km

Water-soluble 0.18 0.81 1.43 0.0074 0.67 exp (−z/H) , H = 8 km

Soot 0.05 0.69 1.75 0.44 0.05 exp (−z/H) , H = 4 km

Insoluble 5.98 0.92 1.52 0.008 0.03 exp (−z/H) , H = 2 km

Fig. 8 Angular distributions of the simulated normalized radiances for the continental average aerosol (Table 6) in the almucantar plane with AOT 
of 0.02 and 0.20 at 940 nm. Simulations were conducted for a solar zenith angle of 70 degrees and PWV ( w) = 0, 1, 2, 3, 4, and 5 cm. a, b Convolved 
normalized radiance, R . c, d Ratio of R(w) to R(w = 0cm) . Solid lines show radiances obtained with the SN-CKD and dashed lines show radiances 
obtained with the WV-CKD-2. SN-CKD is a standard lookup table for the CKD method in the radiative transfer model RSTAR, and WV-CKD-2 is a 
lookup table for the CKD method in the water vapor absorption region of 940 nm at 2-cm−1 intervals
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angular distribution of ˜R at 940 nm using aerosol prop-
erties interpolated from aerosol optical properties at 870 
and 1020 nm; finally, ˜F0 at 940 nm is determined from ˜T  
at 940 nm. After calibration, PWV can be estimated from 
˜Fds using ˜F0 through a physics-based algorithm (DSRAD; 
Momoi et al. 2020; Fig. 9), rather than through an empiri-
cal equation (Bruegge et  al. 1992). In this section, we 
assessed the influence of the LUT of the k distribution 
on PWV estimation from actual sky-radiometer observa-
tions through the SKYMAP/DSRAD algorithm using the 
WV-CKD-2.

3.4.2  PWV estimation from actual sky‑radiometer 
observations

In this subsection, we describe the impact of introducing the 
new CKD table (WV-CKD) into the analysis of actual obser-
vation data obtained with the sky-radiometer (POM-02, 
serial no. PS2501417) at Chiba University (35.63°N, 140.10°E) 
in 2019. PWV reference values were obtained with a micro-
wave radiometer (MWR; MP-1500; Radiometrix) at the 
same location. The MWR measured the zenith brightness 
temperature in the 22–30 GHz region at 1-min temporal res-
olution, and  PWVMWR was estimated using the default soft-
ware. Using the SKYMAP and DSRAD algorithms, aerosol 
optical properties and PWV were estimated from the data at 
400, 500, 675, 870, 940, and 1020 nm, along with the vertical 

structures of temperature, pressure, and water vapor from 
NCEP reanalysis 1 data. Sky intensities at 340 and 380 nm 
were also measured, but were not used in the present 
analysis for the sake of simplicity, as these data do not sig-
nificantly affect PWV retrieval. Note that the 6 wavelengths 
used in the present analysis are those implemented in the 
old sky-radiometer model POM-01. In the case of the SKY-
MAP with WV-CKD-2, the annual mean ˜F0 at 940 nm was 
retrieved as 2.079× 10−4 A, which is 7.5% greater than the 
value determined with the SN-CKD ( 1.933× 10−4 A). Using 
˜F0 , the PWV was estimated with the DSRAD, as shown in 
Fig. 10. Figure 11a illustrates that  PWVSNCKD derived using 
the SN-CKD was underestimated relative to  PWVMWR. 
This underestimation was significant, as bias of approxi-
mately –0.3  cm occurred in July and August (Fig.  10b), 
when PWV was higher (4–6 cm) than in other seasons, as 
shown in Fig. 10a. This result indicates a similar error ten-
dency to the findings of Momoi et  al. (2020). In contrast, 
 PWVWVCKD derived using the WV-CKD-2 showed good 
agreement with  PWVMWR (correlation coefficient γ = 0.995, 
slope = 1.002; Fig. 11b), even in July and August (Fig. 10b). 
Momoi et  al. (2020) attributed the large bias error in the 
PWV to error in the AOT at 940  nm propagated through 
interpolation of AOT at 870 and 1020 nm. Figure 10c indi-
cates that the uncertainties in observed AOT values at 675, 
870, and 1020 nm from the collocated sky-radiometer and 

Fig. 9 Analytical flow of Momoi et al. (2020). SDF, CR, and NS ratio are aerosol volume size distribution, complex refractive index, and non-spherical 
ratio, respectively. Aerosol channels denote weak gas absorption bands (i.e., 340, 380, 400, 500, 675, 870, and 1020 nm). SKYMAP is a new on-site 
method for self-calibrating the water vapor channel of the sky-radiometer using diffuse radiances normalized by direct solar irradiance. DSRAD 
estimates AOT and PWV from the calibrated direct solar irradiance from sky-radiometer observations
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AERONET photometer reached 0.01, corresponding to an 
absolute PWV error of about 0.08 cm calculated using the 
equation of Momoi et al. (2020). In contrast, the  PWVSNCKD 
errors larger than 0.08 cm shown in Fig. 10b are considered 
to represent the errors in PWV arising from the SN-CKD, 
rather than from the uncertainty in AOT estimation. This 
suggests that SKYMAP/DSRAD calculation with the WV-
CKD is useful for accurate estimation of PWV and deter-
mination of the calibration constant ˜F0 for the water vapor 
absorption band of sky-radiometer observations.

4  Conclusions
To compute direct solar irradiance and diffuse radi-
ance at ground level around 940 nm with narrow-band 
RTMs, we developed a rapid calculation module using 

a LUT (WV-CKD). We found the challenges facing the 
currently used LUT (SN-CKD) in RSTAR7 for narrow-
band sky radiance computation around 940  nm region. 
As shown by comparison of the sky intensities of sub-
bands obtained with the LBL method and CKD method 
using the SN-CKD, the root mean square error of the 
maximum error in sub-bands obtained with the SN-
CKD is 116% across the range of 10,411–10,864 cm−1 
[961–920  nm]. This large error may arise from the 
updated database and lack of optimization. Our WV-
CKDs were created at three different spectral resolutions 
( �κ = 2, 5, 10cm−1 in WV-CKD-2, WV-CKD-5, and 
WV-CKD-10, respectively). The quadrature values and 
numbers of these WV-CKDs were optimized using sky 
intensities based on the single-scattering approximation 
at ground level, with an accuracy of ≤ 0.5% for sub-bands 
of 10cm−1 . The quadrature numbers affected computa-
tional efficiency. The median quadrature numbers of 
WV-CKD-2, WV-CKD-5, and WV-CKD-10 are 4, 6, and 
7, respectively; their calculations were ≥ 46-fold more 
rapid than the LBL method.

Radiance calculation with the WV-CKD was evalu-
ated for two aerosol types and four vertical profiles that 
differed from the conditions used for optimization of 
the tables. The residual errors of convolved sky inten-
sities ( ̂TCKD and L̂CKD ) were similar to the expected 
errors observed during optimization of quadrature val-
ues and numbers. This finding suggests that the WV-
CKD has sufficient versatility for application under 
actual atmospheric conditions. The convolved normal-
ized radiance ( ̂RCKD ) was less strongly affected by resid-
ual errors obtained using the WV-CKD than T̂CKD and 
L̂CKD , as R̂CKD cancels the residual errors of both T̂CKD 
and L̂CKD . Additionally, while the error of convolved 
sky intensities obtained with the SN-CKD is within 
15%, use of WV-CKD provides convolved sky intensi-
ties with an accuracy of ≤ 0.3% at an FWHM of 10 nm, 
equal to the FWHM of the sky-radiometer. This accu-
racy is lower than the PWV dependence on ˜R and meas-
urement uncertainty (approximately 0.5%). Finally, we 
applied the SKYMAP and DSRAD algorithms (Momoi 
et al. 2020) to SKYNET observations and compared the 
results with those of the microwave radiometer. PWV 
shows better agreement when derived with the WV-
CKD (correlation coefficient γ = 0.995, slope = 1.002) 
than with the SN-CKD (correlation coefficient γ = 0.984, 
slope = 0.926), as used by Momoi et  al. (2020). There-
fore, through application of the WV-CKD to actual data 
analysis, we demonstrated that an accurate CKD table 
is essential for estimating PWV from sky-radiometer 
observations.

Fig. 10 The top row (a) shows time-series PWV from sky-radiometer 
(SKYR) observations derived using the SN-CKD (red) and WV-CKD-2 
(blue) in 2019 at Chiba. The middle row (b) is the difference in 
PWV between the sky-radiometer and microwave radiometer. The 
bottom row (c) shows differences in AOT at 675 (red), 870 (blue), 
and 1020 (black) nm between the DSRAD algorithm and AERONET 
retrieval results. Circles and error bars in the middle and bottom rows 
represent means and standard deviations, respectively. SN-CKD is a 
standard lookup table for the CKD method in the radiative transfer 
model RSTAR, and WV-CKD-2 is a lookup table for the CKD method 
in the water vapor absorption region of 940 nm at 2-cm−1 intervals. 
DSRAD estimates AOT and PWV from the calibrated direct solar 
irradiance from sky-radiometer observations
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