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The vertical structure of annual wave
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Abstract

A recently developed energy flux diagnosis scheme, which incorporates a smooth connection between the tropical
and subtropical zones, is used in the present study to investigate vertically propagating waves in the tropical Indian
Ocean (IO) based on the result of a linear, continuously stratified ocean model driven by climatological wind
forcing. This extended diagnosis reveals deep-reaching eastward energy fluxes at the equator which develop four
times per year and are associated with equatorial Kelvin waves (KWs) generated by semiannual winds. The authors
find that the downward transfer of wave energy is particularly deep in the southern Bay of Bengal (SBoB). This
downward flux is attributed to off-equatorial Rossby waves and appears four times per year, maximizing its
amplitude during November–December. Southwesterly winds in the Arabian Sea intensify eastward energy flux of
KWs at mid-depth, which maximizes in amplitude in August. This is contrastive to KW energy flux at the surface
which peaks in May. These mid-depth equatorial KW packets subsequently arrive at the eastern boundary of the IO
and are diffracted poleward to produce downward energy flux in November and December detected in the SBoB.
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1 Introduction
In the tropical regions, the dynamics of the atmosphere–
ocean interactions dictating the growth and morphology
of large-scale surface currents strongly depend on the sub-
surface oceanic structure. In turn, variability in the surface
currents themselves can induce deep and persistent flows
which remain trapped along the equator (Luyten and
Swallow 1976; Hayes and Milburn 1979; McCreary 1984;
Rothstein et al. 1985; Kessler and McCreary 1993; Dewitte
and Reverdin 2000). In the central equatorial Indian
Ocean (IO), wind forcing develops on a semiannual time-
scale. Further to the west and in the regions off the equa-
tor, the monsoonal phase transition produces a seasonal
cycle in wind forcing (Reppin et al. 1999; Schott and
McCreary 2001). The former semiannual wind forcing in-
duces equatorial Kelvin waves (KWs) with a downwelling

phase in the surface layer in both boreal spring and au-
tumn and a corresponding upwelling phase in both boreal
winter and summer, leading to an eastward transfer of
wave energy four times per year (Li and Aiki 2020, here-
after LA20). Striking the eastern boundary of the tropical
IO, KWs are first retro-reflected, then diffracted poleward
and subsequently radiate westward-propagating equatorial
and midlatitude Rossby waves (RWs) (Mark and Huang
2004; Han 2005; Fu 2007).
Previous studies have investigated the vertical propagation

of equatorial KWs and RWs in the Pacific and Atlantic
Oceans on intraseasonal to interannual time scales (McPha-
den 1982; Lucas and Firing 1985; McPhaden and Ripa 1990;
Kessler and McCreary 1993; Brandt and Eden 2005; Thierry
et al. 2006; Ishizaki et al. 2014). Vertically propagating waves
are also observed in the tropical IO. Owing to the dominance
of semiannual wind forcing, variability in mid-depth of the
equatorial IO below the main pycnocline is characterized by
semiannual variability (Luyten and Roemmich 1982; Nagura
and McPhaden 2016; Huang et al. 2018a, b; Zanowski and
Johnson 2019; Chen et al. 2020). They consist of equatorial
KWs and long RWs, which carry energy to the east and to
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the depth, and to the west and to the depth, respectively.
Waves are reflected at the eastern and western boundaries of
the IO, and boundary-generated waves further propagate
downward (Nagura and McPhaden 2016; Huang et al. 2019).
In particular, mooring observations in the southern Bay of
Bengal (SBoB) at 5° N, 90.5° E show a robust half-year cycle
between 200 and 1200 m depth (Huang et al. 2019). The
subsurface mooring at the same location used in Chen et al.
(2017) reveals remarkable intraseasonal meridional currents
across SBoB that are attributed to westward-propagating
RWs. In the off-equatorial region, variability below the
pycnocline has annual periodicity, owing to the predomin-
ance of annual wind forcing related to monsoon (Johnson
2011; Nagura 2018; Huang et al. 2019).
These previous studies examined vertical propagation of

waves using ray tracing technique and/or vertical mode
decomposition. Ray tracing technique requires the as-
sumption that the WKB approximation is valid (i.e., the
vertical scale of variation in buoyancy frequency is larger
than vertical wavelength of waves). This assumption is
generally satisfied below the pycnocline, but not in and
above the pycnocline. Owing to this, energy propagation
cannot be traced from the surface, where winds excite
wave energy, to the depth below the pycnocline using the
ray tracing technique. This raises an essential difficulty in
interpreting the generation mechanism of mid-depth
waves. Vertical mode decomposition does not require
such an assumption, but vertically propagating waves con-
sist of multiple baroclinic modes (Table 1), and examin-
ation of each baroclinic mode is not informative about
vertical propagation. An alternative is sensitivity experi-
ments using a numerical model, but this method is rela-
tively expensive computationally.
These problems can be solved by the use of energy

flux newly defined by Aiki et al. (2017; hereafter
AGC17) and Aiki et al. (under revision in Journal of the
Atmospheric Sciences, hereafter JAS2021). Their scheme
does not use the WKB approximation and is applicable
seamlessly to depths above, in, and below the pycno-
cline. It does not require quasi-geostrophy and covers
variability both in the equatorial and subtropical regions.

It does not require Fourier transform either and thus
can be used in coastal regions. The scheme is diagnostic
and provides a computationally cheaper way compared
with sensitivity experiments using an elaborated numer-
ical model. The AGC17 scheme allowed Ogata and Aiki
(2019), LA20, Song and Aiki (2020), and Toyoda et al.
(2021) to obtain wholly new perspectives on the hori-
zontal transfer routes of waves in the tropical oceans.
We extend their work to a three-dimensional system
and describe vertical wave propagation.
The depth-dependent version of the seamless AGC17

scheme has not been applied to the analysis of oceanic
waves before the present study. Our initial focus will
mainly be on seasonal variability in the IO, while inter-
annual variations will be investigated in the future work.
The manuscript is laid out in the following fashion: Sec-
tion 2 describes the formulation of an adopted model,
method for energy flux computation, and temporal and
spatial characteristics of simulated fields. Section 3 pro-
vides an analysis of the vertical structure of energy fluxes
associated with KWs and RWs, while Section 4 gives a
summary of the main results.

2 Materials and methods
AGC17 employed a single-layer system based on the
shallow-water equations to derive depth-independent ex-
pressions of the energy flux. As it has the advantage of a
smooth tropical–subtropical transition, the AGC17
scheme can effectively determine the horizontal distribu-
tion of energy flux pointing in the direction of group vel-
ocity of waves. JAS2021 has extended the formulation of
AGC17 to cover the case of a baroclinic system in the at-
mosphere. Their essential contribution is the derivation of
the exact expression of the vertical component of energy
flux (this is not described in the present manuscript). The
expressions given below for the horizontal component of
depth-dependent energy flux represent a straightforward
extension of the content of AGC17 and are summarized
below by the adoption of an oceanic framework that the
general reader should find convenient.

Table 1 List of experiment parameters. The basin mode period is defined as 4L/c(n) where L = 6110 km is the zonal distance of the
Indian Ocean at the equator (from 45 to 100°E). The wind-coupling thickness is defined as

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hmixHbottom

p
=αðnÞ , where hmix= 35 m and

Hbottom= 5500 m

Baroclinic mode 1st 2nd 3rd 4th 5th 6th

Gravity wave speed (m/s) 2.63 1.57 0.956 0.706 0.557 0.467

Equatorial deformation radius (km) 339 262 205 176 156 143

Equatorial inertial period (day) 9.4 12.1 15.6 18.1 20.4 22.3

Basin mode period (year) 0.29 0.49 0.81 1.1 1.39 1.66

α(n) (non-dimensional) 0.39 0.41 0.27 0.29 0.23 0.22

Wind-coupling thickness (m) 1123 1062 1644 1505 1933 1955
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2.1 Formulation of wave energy flux
In order to investigate the vertical structure of energy
transfers, we aim to derive depth-dependent expressions
of energy flux. We use the primitive equations for a Bous-
sinesq fluid on an equatorial β plane (Gill 1982) appropri-
ate for linear waves propagating in a rotating frame of
reference and with zero mean flow. Let x, y, z, and t define
independent variables in a Cartesian coordinate system
and increase eastward, northward, and vertically upward
respectively. The quantities u, v, and w represent the cor-
responding three-dimensional components of velocity (a
full list of variables is given in Table 2). The equations
may then be written as

∂u
∂t

−fvþ ∂Φ
∂x

¼ 0; ð1aÞ

∂v
∂t

þ fuþ ∂Φ
∂y

¼ 0; ð1bÞ

∂Φ
∂z

¼ −g
ρ
ρ0

; ð1cÞ

w ¼ −1

N2

∂2Φ
∂z∂t

; ð1dÞ

N2 ¼ −
g
ρ0

dρ
dz

; ð1eÞ

∂u
∂x

þ ∂v
∂y

þ ∂w
∂z

¼ 0; ð1fÞ

where f = f0 + βy is the Coriolis parameter, Φ =Φ(x, y, z,
t) corresponds to geopotential, and ρ = ρ(x, y, z, t) is the
perturbation of potential density. The symbols N =N(z)
and g are the buoyancy frequency and the acceleration
owing to gravity, respectively. The symbols ρ0 and ρðzÞ
represent the reference density and the background
density, respectively. Manipulation of (1a)–(1f) yields a
prognostic equation for potential vorticity (PV: symbol-
ized as q) to read

∂
∂t

∂v
∂x

−
∂u
∂y

þ ∂
∂z

f

N2

∂Φ
∂z

� �� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

≡ q

þvβ ¼ 0: ð2Þ

This relation is generally applicable to waves at all lati-
tudes, such as midlatitude RWs, midlatitude inertia–
gravity waves (IGWs), and equatorial waves (i.e., equa-
torial RWs and IGWs, equatorial Rossby-gravity waves
(RGWs, i.e., Yanai waves) and equatorial KWs (Matsuno
1966; Yanai and Maruyama 1966), if we applied it to an
equatorial β plane (f0=0)). Equatorial KWs (i.e., v = 0) are
characterized by q = 0. From (1a)–(1c), the wave energy
density may be represented in prognostic fashion by

∂
∂t

1
2

u2 þ v2 þ 1

N2

∂Φ
∂z

� �2
" #

þ ∇∙ uΦ; vΦ;wΦ
� 	� 	

¼ 0; ð3aÞ

where ∇≡ hh ∂∂x ; ∂
∂y ;

∂
∂zii and the overbar signifies phase

averaging (i.e., for a sinusoidal wave, A ¼ 0 for A = u, v,
w and Φ), or low-pass time filtering (considering this
case, we retain the local time derivative in (3a), thereby
permitting slow time variations in the general case). The
energy flux vector in (3a)

UΦ ¼ uΦ; vΦ;wΦ
� 	� 	

; ð3bÞ

is codirectional with the group velocity of midlatitude
IGWs in the atmosphere and ocean (Gill 1982). How-
ever, the energy flux of (3b) is not aligned with the
group velocity of midlatitude RWs (Longuet-Higgins
1964).
In order to obtain an expression of the energy flux that

is codirectional with group velocity of all wave types,
AGC17 (and also JAS2021) has revisited the equations
to define energy flux of both equatorial and midlatitude
waves. The derivation is briefly described below using
linear waves on an equatorial β plane and zero mean
flow. Let k, m, and ω be zonal and vertical wavenumbers
and wave frequency, respectively. The zonal component
of group velocity of equatorial waves may be written as

Table 2 List of symbols used in Section 2.1, where A is arbitrary
quantities written dimensionally. The coordinate axes x, y, z
increase eastward, northward, and vertically upward, respectively

f = f0 + βy Coriolis parameter

N ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−ðg=ρ0Þðdρ=dzÞ

p
Buoyancy frequency

x, y, z, t Cartesian coordinates

〈〈a, b, c〉〉 Vector with x, y and z-axis components a, b,
and c

U ≡ 〈〈u, v,w〉〉 Velocity vector

∇ ≡ 〈〈∂x, ∂y, ∂z〉〉 Gradient operator

Φ Geopotential

q Potential vorticity q≡ vx − uy + [(f/N2)Φz]z

φ Solution of (6a)

φapp Solution of (7a)

ðu2 þ v2 þ Φ2
z=N

2Þ=2 Wave energy density

μ = kx +mz − ωt Wave phase

k Zonal wavenumber

m Vertical wavenumber

ω Wave frequency

A Phase average of A
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∂ω
∂k

¼ 2ω2 þ ω=k

2ω3m2= kN2

 �þ 1

; ð4Þ

which has been written in a dimensional form and m de-
notes vertical wavenumber.
The group velocity times wave energy density is re-

written in a depth-dependent framework as

∂ω
∂k

1
2

u2 þ v2 þ 1

N2

∂Φ
∂z

� �2
" #

¼ uΦþ ∂
∂y

Φφ
2

þ 1
β
∂2u
∂t2

φ

 !
; ð5aÞ

φ ≡
−vμ

k þ 2ω3m2= βN2

 � ; ð5bÞ

where the scalar quantity φ may be referred to as
pseudo-streamfunction and the subscript μ signifies par-
tial derivative with respect to wave phase (details are
given in Supplementary Material of this manuscript).
We note that, for any type of equatorial waves, there is a
precise identity between the meridional profile of zonal
energy flux on the right-hand side of (5a) and the quan-
tity ð∂ω=∂kÞðu2 þ v2 þΦ2

z=N
2Þ=2, which is illustrated in

JAS2021. The definition of φ in (5b) makes use of a Fou-
rier expansion. In a depth-dependent form, (5b) can be
reformulated such that the parameters k, m, and ω are
absent, which yields an inversion equation for PV to
read

∂2

∂x2
þ ∂2

∂y2

� �
φ

þ ∂
∂z

1

N2

� �
∂
∂z

f 2φþ 3
∂2

∂t2
φ

� �� �
¼ q; ð6aÞ

where q has been defined in (2). The three-dimensional
components of wave energy flux are written in a vector
form as,

UΦþ ∂
∂y

Φφ
2

þ 1
β
∂2u
∂t2

φ

 !
;−

∂
∂x

Φφ
2

þ 1
β
∂2u
∂t2

φ

 !
; 0

* +* +
;

ð6bÞ

whose horizontal component is referred to as the level 0
(i.e. exact) expression for waves at all latitudes. The ver-
tical component of (6b) represents a rough approxima-
tion of the vertical group velocity times wave energy for
equatorial waves and its exact expression for midlatitude
waves. See JAS2021 for the details of (6a)–(6b).
AGC17 considered eliminating the term representing

the second-order time derivative from their exact inver-
sion equation for PV. This corresponds to (6a) in the

present study. Let φapp be the solution of the approxi-
mated PV inversion equation to read,

∂2

∂x2
þ ∂2

∂y2

� �
φapp þ ∂

∂z
f 2

N2

∂
∂z

φapp

� �
¼ q; ð7aÞ

which may be solved using the set of a Dirichlet bound-
ary condition (φapp = 0) at coastlines and bottom topog-
raphy and a Neumann boundary condition (∂φapp/∂z = 0)
at the sea surface. What AGC17 has called the level-2
(i.e., approximate) expression for energy flux is extended
here to a depth-dependent form as

UΦþ ∂
∂y

φappΦ
2

� �
;−

∂
∂x

φappΦ
2

� �
; 0

� 
� 

; ð7bÞ

which has been used in the overall model analyses of the
present study.
Equation (7b) may be applied also to equatorial KWs

for which UΦ becomes identical to the product of group
velocity and wave energy density. Namely, no term for
additional rotational flux is present. A characteristic of
KWs is v = 0, which yields q = 0 following (2). Since the
right-hand side of (7a) vanishes, the expression of energy
flux for KWs given in (7b) reduces to UΦ. This result is
consistent with the nature of gravity waves.
We consider the Helmholtz decomposition of the

level-2 wave energy flux to read,

−
∂
∂y

R−
∂
∂x

D ¼ ρ0uΦþ ρ0
∂
∂y

φappΦ=2

 �

; ð8aÞ

þ ∂
∂x

R−
∂
∂y

D ¼ ρ0vΦ−ρ0
∂
∂x

φappΦ=2

 �

; ð8bÞ

where the scalar quantities R corresponds to the rota-
tional component of energy flux and is referred to as en-
ergy flux streamfunction. The quantity D in (8a)–(8b) is
associated with the divergent components of energy flux
and is referred to as energy flux potential. The energy
flux potential becomes positive in regions where winds
supply wave energy (see Appendix for the expression of
energy input by winds). The energy flux potential be-
comes negative in regions where wave energy is dissi-
pated. As shown by LA20, the distribution of potential is
smooth and nicely shows large-scale characteristics, in
contrast to the distributions of the wind input and dissi-
pation terms that manifest small-scale and locally sign-
indefinite signals. This is the reason why the present
study recommends to use the distribution of the energy
flux potential, instead of its pre-inversion terms. We
shall show the distribution of the energy flux potential
and streamfunction, as given by (8a)–(8b), in the IO
later in the manuscript.
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2.2 Model setup
We simulated climatological variability in the IO using a
classical linear ocean model (LOM, see Appendix for de-
tails). This model yields both the three-dimensional and
baroclinic-mode profiles of velocity vector and geopo-
tential, that is aimed at facilitating our analysis of simu-
lated wave dynamics. This kind of model has been used
by previous studies to examine vertical propagation of
waves (Huang et al. 2018a, 2019, 2020; Chen et al. 2020)
and is dynamically consistent with our formulation of
energy flux that is derived from linear equations (Eq.
(1a)–(1f)). The wind forcing for the model is derived
from the 10 m wind data of the European Centre for
Medium-Range Weather Forecasts Reanalysis (ECMWF
ERA-40) by applying the Large and Pond (1981) bulk
formula to wind data from September 1957 to August
2002. While the experiments described in LA20 assumed
no motion near the ocean bottom and examined the first
three baroclinic modes, here, we assume a free-slip bot-
tom boundary condition (Chelton and Schlax 1996) as
in traditional studies and focus on the first six baroclinic
modes. This change of model setup is required in order
to investigate the vertical propagation of waves in the
present study. Each of our six numerical experiments in-
volved integration over a period of 20 years (inclusive of
the spin-up phase from a state of no motion). Investiga-
tion of the fundamental baroclinic modes begins when
the system reaches a confirmed climatological equilib-
rium. The subsequent analysis is then based on the final
100 “snapshots” of model output. Since these are sepa-
rated by 3.65 days, we make use of data from the last
year of each run. Below, all results are shown in the
depth coordinate, which are reconstructed from the
model outputs of the first six baroclinic modes. The re-
sult of the LOM experiment is justified in the next sub-
section by comparing with the output from a high-
resolution climatological Ocean General Circulation
Model (OGCM) simulation for the semi-global ocean.
We have used monthly current and wind stress data de-
rived from the OGCM For the Earth Simulator (OFES)
forced by National Centers for Environmental Prediction
reanalysis winds (Masumoto et al. 2004). OFES is on the
basis of Modular Ocean Model version 3. The output is
monthly mean during the last 6 years (from 45 to 50
years) of 50 year climatological integration with a hori-
zontal resolution of 0.1°× 0.1° and 54 vertical levels.

2.3 Simulated currents and waves
We first briefly outline some key features from the LOM
experiment. The model reproduces the Somali jet, which
flows along the East African coast and is driven by large-
scale seasonal monsoonal winds, and the Wyrtki (1973)
jet (e.g., Nagura and McPhaden 2010a), which represents
an along-equator response to semiannual westerly winds

during the monsoon transition period (Fig. 1). To inves-
tigate how the monsoon circulation affects velocity vari-
ability, we have constructed the longitude–depth
sections of zonal velocity along the equator (left panels
in Fig. 2) and the latitude–depth sections of zonal vel-
ocity at 70° E (right panels in Fig. 2). Semiannual winds
induce east-upward tilt in the phase line of zonal vel-
ocity (yellow line in Fig. 2a, e), which can explain the
formation of the Wyrtki jet in the following monsoon
transition period. A semiannual variation of baroclinic
flow is dominant below about 200 m depth along the
equator in response to the surface-layer Wyrtki jets. An
eastward undercurrent near 150 m depth along the
equator in February (Fig. 2a), referred to as Equatorial
Undercurrent, is generated by equatorial KWs and long
RWs, as investigated by Chen et al. (2015a, 2019). Simu-
lated zonal velocity along 70° E is trapped at the equator
with a vertical phase propagation, which coincides with
the latitude-depth plots of climatological zonal currents
along 80° E using ocean reanalysis data in Huang et al.
(2018b). They pointed out that vertically propagating
RWs generated by the reflection of wind-forced KWs at
the eastern boundary of IO are responsible for the verti-
cal phase propagation of mid-depth zonal currents on
the basis of mooring and reanalysis data, and this con-
clusion was further confirmed by Zanowski and Johnson
(2019) using velocity and isotherm displacement ob-
tained from Argo floats.
We compare the seasonal anomalies of current and wind

stress derived from OFES (Fig. 3a, b) and our climatological
model experiments (Fig. 3c, d). The Hovmöller longitude-
time diagrams along the equator at the sea surface indicate
that the eastward-propagating KW signals are less pro-
nounced in surface zonal velocity and more pronounced in
geopotential anomaly (Fig. 3a, c, e). Semiannual winds cause
velocity reversals four times per year. This is consistent with
Yu and McPhaden (1999), Ding et al. (2009) and Nagura and
McPhaden (2010a, b), who pointed out that variability in sur-
face zonal velocity along the equator is dominated by RWs,
and that in SSH by equatorial KWs. Geopotential anomalies
are positive near the surface during boreal spring and fall,
which are associated with wind-forced downwelling KWs.
Both the horizontal section at the surface (Fig. 3a, c) and the
vertical section in the upper 2000 m (Fig. 3b, d) of zonal vel-
ocity derived from OGCM (Fig. 3a, b) and simulated by
LOM (Fig. 3c, d) show upward phase signals and reversals of
zonal currents four times per year with a noticeable semian-
nual cycle. These results agree with Huang et al. (2018a) and
Chen et al. (2020), who demonstrated that the semiannual
cycle is the predominant feature of mid-depth zonal currents
in the equatorial IO. Geopotential anomalies (colors in Fig.
3f) are also characterized by the semiannual cycle with an
upward phase propagation, which is attributable to wind-
generated upwelling (during the monsoon seasons) and
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downwelling (during the monsoon transition period) KWs.
The propagation of waves has a deterministic role on the
vertical profile of geopotential anomalies (see Figure S1 in
Supplementary Material). The semiannual signals of

geopotential anomalies are weaker than that of zonal velocity,
which are attributed to the interaction between KWs and
RWs in the central Indian Ocean (Yuan and Han 2006). The
upward phase signals of both zonal velocity and geopotential

Fig. 1 Left panels: the zonal component of simulated velocity at the sea surface (color shading with a unit of m/s), the zonal component of wind stress in the
model (solid and dotted contours for eastward and westward anomalies, respectively, with an interval of 0.02 N/m2), and the velocity vector (arrows in units of
m/s) in the middle of a February, cMay, e August, and g November from “Year 20” of our climatological model experiments. When under 0.2 m/s, the
magnitude of simulated velocity vectors in left panels is indicated either by arrow length or, for greater values, by heavy arrows of uniform length. Right panels
(b, d, f, and h): same as left panels except for simulated sea surface geopotential anomaly (color shading with a unit of m2/s2) and PV-inverted function at the
sea surface (solid and dotted contours represent positive and negative values, respectively, with an interval of 20,000 m2/s). The PV-inverted function may be
interpreted as geostrophic streamfunction in off-equatorial regions. The sea surface quantities have been reconstructed from the model results of fundamental
six baroclinic modes (Appendix)
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anomaly shift gradually in depth, and variability in the deeper
layer leads to that in the upper layer. This is regarded as the
indication of downward energy transfers by oceanic waves
(McCreary 1984; Miyama et al. 2006; Pujiana and McPhaden
2020).

3 Results and discussions
This paper presents results from the first oceanic appli-
cation of the depth-dependent version of the AGC17
scheme. In the following, all results associated with the
AGC17 scheme were obtained using this extended

Fig. 2 The zonal component of simulated velocity (color shading with a unit of m/s) and the vertical component of simulated velocity (solid- and
dotted-contours indicate positive and negative values, respectively, with an interval of 4 × 10−6 m/s) shown by snapshots in the middle of a, b
February, c, d May, e, f August, and g, h November from “Year 20” of our climatological model experiments. Zonal-vertical section at the equator
(left panels) and meridional-vertical section at 70° E (right panels)
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version. We use the pressure flux (hereafter PF) scheme,
as given by ρ0UΦ , for comparison with the AGC17
scheme, which is identical to flux defined by Eq. (3b) ex-
cept for ρ0. While the PF scheme yields meridionally al-
ternating energy flux vectors (Fig. 4a), the AGC17
scheme is able to show basin-wide cyclonic patterns,
which represent the depth-integrated transfer routes of
KW and RW energy (Fig. 4b). These waves are driven by
wind energy input in the vicinity of the Maldives (from
60°E to 80°E), the Arabian Sea and the southern Bay of
Bengal (SBoB), as shown by the positive values of
energy-flux potential (indicated by the contours of Fig.
4b). Near the African coasts, energy flux streamfunction
derived from the AGC17 scheme (color shadings in Fig.
4b) reveals cyclonic circulation that is localized in na-
ture, whereas on the east side of the basin, the cyclonic
circulation develops on significantly larger spatial scales
in each hemisphere, as identified by LA20.
In terms of model performance at the key depths of 550

m and 1100 m, the PF scheme fails to reveal important en-
ergy fluxes with distinct eastward KW signatures and
similarly misses a series of westward signals associated
with midlatitude RWs (Fig. 4c, e). In contrast, the AGC17
scheme is able to show the eastward transfer of wave en-
ergy along the equator associated with equatorial KWs
and also the westward transfer of wave energy in off-
equatorial regions associated with midlatitude RWs (Fig.
4d, f). Note that pressure variability along the equator rep-
resents KWs and zonal velocity variability along the equa-
tor are caused by RWs (Yu and McPhaden 1999; Ding
et al. 2009; Nagura and McPhaden 2010a, b). The AGC17
scheme is appropriate when tracking the group velocity of
baroclinic waves at all latitudes, particularly as it incorpo-
rates a realistic smooth transitioning between the tropical
and subtropical regions. The contours in Fig. 4d and f
show the vertical component of energy flux. Note that
downward energy propagation is large in magnitude in
the SBoB, the south Arabian Sea and the region between
the equator and 5° S in 55°–75° E. In particular, the down-
ward transfer of wave energy reaches its greatest depth in
SBoB, as is described below.
Along the latitude-depth plane at 70° E, the westward

flux of RW energy is symmetrically distributed across

the equator (color shading in Fig. 5a). The vertical flux
of wave energy at 90° E (contours in Fig. 5b) reaches a
deep level at around 3°–5° N, corresponding to the
downward flux of RW energy in the SBoB (Fig. 4d, f).
The characteristics of this downward flux1 are investi-
gated by comparing time–depth diagrams at 70° E and
90° E along 3° N (Fig. 5c, d). The zonal component of
energy flux based on the AGC17 scheme shows negative
peaks four times per year, which is more distinct at 90°
E than at 70° E (color shadings in Fig. 5c, d). The vertical
component of energy flux at 90° E (contours in Fig. 5d)
also shows negative peaks four times per year that be-
come deepest in November–December. These features
can be generated by either wind forcing in the SBoB or
by the reflection and diffraction of equatorial KWs as
they encounter the eastern boundary, as will be dis-
cussed in the next paragraph. The time–depth diagrams
of the energy flux at 70° E and 90° E on the equator (Fig.
5e, f) show peaks of eastward energy flux when zonal
velocity exhibits upward phase propagation (Fig. 3d).
The Hovmöller longitude–time plots at the equator

(panels on the left in Fig. 6) and at 3° N (panels on the
right) shows zonal energy flux derived from the AGC17
scheme (color shadings). Zonal energy flux along the
equator shows four beams per year at both the surface
and at 550 m depth, which suggests a group velocity
consistent with the second baroclinic mode KWs (blue
solid lines). In contrast, the westward transfers of wave
energy at the equator and at 3° N indicate group veloci-
ties consistent with both reflected equatorial RWs and
diffracted midlatitude RWs. The surface eastward flux
along the equator, which is intense in both February and
May, is associated with upwelling and downwelling
KWs, respectively (Fig. 6a). Energy input rate by wind
forcing (Fig. 7) is predominant along the African coast
during the northeast monsoon and southwest monsoon
than that of during boreal spring and fall. Monsoonal
winds excite the upwelling KWs along the African coast
and bring the divergence towards the equator. It is

(See figure on previous page.)
Fig. 3 Hovmöller zonal–time diagrams at the sea surface of the equator (left panels) and depth–time diagrams at 70°E of the equator (right panels) from
OGCM OFES (a, b) and “Year 20” of our climatological model experiments (c–f), respectively. Color shading in the panels (a–d) shows the output of zonal
component of velocity based on OGCM (a, b) and LOM (c, d) with a unit of m/s. Color shading in the panels (e–f) shows simulated geopotential anomaly with
a unit of m2/s2. Panels (a, c) include the zonal component of wind stress (solid and dotted contours for positive and negative values, respectively, with an
interval of 0.1 N/m2) from OGCM and LOM, respectively. Panels (b, d) include the meridional component of velocity based on OGCM and LOM (solid- and
dotted-line contours for positive and negative values, respectively, with an interval of 0.02 m/s). Panel (f) includes the vertical component of simulated velocity
(solid and dotted contours for positive and negative values, respectively, with an interval of 4 × 10−6 m/s). Solid blue lines in the panels (c, e) indicate the
theoretical phase speeds of both Kelvin waves and equatorial long Rossby waves in the second baroclinic mode

1The vertical energy flux at 103° E, 6° S shows a similar deepest
reaching pattern in November–December (not shown), which
indicates that the reflection and diffraction of equatorial KWs affect
both Northern and Southern Hemispheres.
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Fig. 4 a, b Depth-integrated energy flux streamfunctions (color shaded in units of 109 W = GW), depth-integrated energy flux potentials (solid
contours for positive values and dotted contours for negative values; contour interval = 0.05 GW), and depth-integrated energy flux vectors
(arrows in units of W/m). c, d The zonal component of the energy flux (color shaded in units of W/m2) and the energy flux vector (arrows in
units of W/m2) at 550 m depth. e, f Same as c and d except that depth is now 1100 m. All quantities represent annual mean values taken from
“Year 20” of the model experiments, and estimated by the pressure flux scheme (left panels) and the depth-dependent version of the Aiki,
Greatbatch, and Claus Level-2 scheme (right panels). Panel (b) includes two groups of cyclonic circulations of wave energy shown by green
arrows that are demonstrated in LA20. Panels (d and f) include the vertical component of the energy flux, shown by contours (solid for positive
and dotted for negative values) at an interval of 10−4 W/m2. When under 1000 W/m, the magnitude of the depth-integrated energy flux vectors
in (a, b) is indicated either by arrow length or, for greater values, by heavy arrows of uniform length. Arrows in the series c, d, e, and f are
displayed in a similar fashion to (a) and (b), with the magnitude of the energy flux indicated either by arrow length (when under 2 W/m2) or by
heavy arrows of uniform length for greater values
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consistent with the remarkable energy input by wind
forcing at the African coast during boreal winter and
summer at the equator and 3° N at the surface. In con-
trast, the eastward flux at 550 m depth along the equator
is intense in both May and August (Fig. 6c) and reaches
1100 m depth in November (Fig. 6e), as shown by the
time–depth diagram of Fig. 5e.
The poleward diffraction of equatorial KWs at the

eastern boundary of the IO, followed by the radiation of
off-equatorial RWs four times per year, is clearer at 550
m depth (Fig. 6d) than at the surface (Fig. 6b). This is
because energy fluxes at the surface are forced by winds
(contours in Fig. 6a, b) and represent the superposition
of forced and freely propagating waves. Energy input by
winds is more significant at 3° N than at the equator,
which may be confirmed by the distribution of energy
flux potential (contours in Fig. 4b). Returning to the
issue of the SBoB downward energy flux that peaks in
November–December, we note that energy input by
winds peaks in February and June between 80 and 90° E
(Fig. 6b). It is less likely that wind forcing is the primary
factor to generate SBoB downward flux in November–
December. We note that the SBoB downward flux is in-
duced by the boundary diffraction of mid-depth equator-
ial KW beam which peaks in August (Fig. 6c). As
explained in the previous paragraph, eastward energy
fluxes along the equator at 550 m depth lag behind those
at the surface by 3 months.
This is further investigated using snapshots of energy

fluxes in the longitude–depth sections along the equator
(Fig. 8, left) and along 3° N (Fig. 8, right). Zonal energy
flux at the equator propagates eastward at depths be-
tween 300 and 1000 m in August (colours in Fig. 8e).
This eastward peak in the western basin is followed by
the development of an eastward energy flux in the cen-
tral basin at around 900 m depth in November (Fig. 8g).
These results indicate that the southwest monsoon over
the African coast directly causes the August maximum
in eastward energy flux at 550 m depth in Fig. 6c. South-
westerly winds over the Arabian Sea drive a strong
northward East African Coastal Current along the con-
tinental coasts. The current crosses the equator and is
accelerated by winds in July, while the divergence of the
surface flow excites upwelling KWs along the equator.
The eastward transfer of KW energy is amplified by the
southwest monsoon and appears not only at the sea

surface but also at mid-depth. The boundary-diffracted
RWs associated with these equatorial KWs dominate the
downward penetration of wave energy in the SBoB, with
signals reaching the greatest depths in November–De-
cember. Contours in Fig. 8 show the vertical component
of energy flux. At 3° N (right panels), energy flux is
downward all the year and represents an intense west-
ward energy flux associated with off-equatorial RWs
around 75–90° E. Both westward and downward energy
fluxes reach greatest depths in November (Fig. 8h). The
above results highlight propagation and reflection of
oceanic waves and clearly determine their origins. Thus
the depth-dependent version of the AGC17 scheme is
able to reveal the properties of waves at subsurface and
provides a better understanding of the processes govern-
ing the transfer of wave energy.

4 Conclusions
In order to study the effect of annual and semiannual
wind forcing on wave propagations in mid-depth in the
tropical IO, we have estimated wave energy flux using
output from a linear model driven by climatological
wind forcing. We have compared the performance of the
PF scheme to that of the depth-dependent version of the
AGC17 scheme summarized herein. The PF scheme rep-
resents meridionally alternating signals through the
basin at the surface and shows neither eastward KW en-
ergy flux along the equator nor the westward transfer of
energy flux related to off-equatorial RWs. The AGC17
scheme provides a better treatment of energy flux of
both equatorial KWs and RWs and smoothly links the
tropical and subtropical regimes.
Eastward energy flux shows distinct semiannual varia-

tions along the equator at subsurface, peaking four times
per year, which indicate that energy given by surface
monsoonal winds reaches below the pycnocline. The
eastward flux at the surface on the equator is intense in
both February and May associated with upwelling and
downwelling KWs forced by semiannual winds, respect-
ively. Eastward flux at 550 m depth at the equator is in-
tense in both May and August and reaches down to
1100 m depth in November. In off-equatorial regions,
westward energy flux associated with RWs exhibits four
clearly defined peaks.
The SBoB is the region where wave energy penetrates

deepest. This downward energy flux is clearest at around

(See figure on previous page.)
Fig. 5 The zonal component of the energy flux (color shaded in units of W/m2) and the vertical component of the energy flux (solid contours for
positive values and dotted contours for negative values (a, b) with an interval of 10−4 W/m2, (c–f) at magnitude levels of 2, 5, 10, 20, 30, 50
×10−4 W/m2) as estimated from the depth-dependent version of the Aiki, Greatbatch, and Claus Level-2 scheme, as given by (7b). Annual means
in the meridional-vertical sections are shown in a at 70° E and b at 90° E. Hovmöller time–depth diagrams at 3° N for c 70° E and d 90° E and on
the equator for e 70° E and f 90° E. All quantities are derived from “Year 20” of the climatological model experiments associated with first six
fundamental baroclinic modes
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(See figure on previous page.)
Fig. 6 Hovmöller zonal–time diagrams for the zonal component of energy flux (color shaded in units of W/m2) at a, b sea surface, c, d 550 m
depth, and e, f 1100 m depth. Left panels show the equatorial behavior, while right panels are for 3° N. Energy flux has been estimated using the
depth-dependent version of the Aiki, Greatbatch, and Claus Level-2 scheme, as given by (7b). Panels (a, b) include wind-forced wave energy
input (solid contours for positive values, dotted contours for negative values; contour interval = 0.002 W/m2) following (12). All quantities are
from “Year 20” of the model experiments associated with first six fundamental baroclinic modes. In the left-hand panels, theoretical phase speeds
calculated for both Kelvin waves and equatorial long Rossby waves are shown as solid blue lines

Fig. 7 Energy input rate by wind forcing ( W/m2) near the African coast from “Year 20” of our climatological model experiments associated with
the sum of 6 baroclinic modes: a mid-February, b mid-May, c mid-August, and d mid-November. Spatially integrated values (35–60° E, 10° S–10°
N) of the wind input rate are shown in the title (109 W = GW)
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3–5° N, 90° E that we attributed to the downward flux of
RW energy. The energy input due to wind forcing at 3°
N peaks between 80 and 90° E in February and June and
cannot account for downward energy flux in

November–December. An alternative explanation is that
the boundary diffraction of mid-depth equatorial KWs is
responsible for the downward penetration of energy in
the SBoB. The AGC17 scheme has shown that eastward

Fig. 8 Zonal-vertical sections at the equator (left) and at 3° N (right) from “Year 20” of our climatological model experiments: a, b mid-February, c,
d mid-May, e, f mid-August, and g, h mid-November. The zonal component of the energy flux (color shaded in units of W/m2), the vertical
component of the energy flux (solid contours for positive values, dotted contours for negative values; with an interval of 4 ×10−4 W/m2) and the
energy flux vector (arrows in units of W/m2) estimated from the depth-dependent version of the Aiki, Greatbatch, and Claus Level-2 scheme, as
given by (7b). When under 3 W/m2, the magnitude of energy flux is indicated either by arrow length or, for greater values, by heavy arrows of
uniform length
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energy flux at 550 m depth at the equator peaks in Au-
gust, which induces boundary-diffracted RWs at this
depth at 3° N in November–December. The peak in Au-
gust may in part be due to the maximum of eastward
energy flux in May at the surface on the equator. The
maximum mid-depth eastward flux lags behind that of
the surface eastward flux by 3 months, suggesting a
downward propagation of wave energy.
A further important contribution is made by winds of

the southwest monsoon in the Arabian Sea, which gen-
erates the divergence of energy at the surface near the
equator along the African coastline and excites upwell-
ing equatorial KWs in July. This process can have a dir-
ect impact on the formation of the peak in eastward
energy flux associated with KWs in August below 300 m
depth. These equatorial KW packets are diffracted pole-
ward along the eastern boundary and become the source
of off-equatorial RWs. The latter is responsible for the
downward flux of wave energy which reaches the great-
est depth in November–December in the SBoB.
The advanced analytical and numerical techniques de-

veloped in this study can be extended to interannual
timescales. Horii et al. (2008) found that the subsurface
signals preceded the surface signals by 3 months during
the initial stage of the positive IO dipole event (Saji et al.
1999) in 2006, which hints a vertical propagation. The
subsurface upwelling phase of wind-forced KWs poten-
tially affects the development of the IO dipole by altering
sea surface temperature (Chen et al. 2016). The propaga-
tion and reflection process of these wave energy is also
responsible for the significant intraseasonal oscillation in
the equatorial eastern IO (Chen et al. 2015b) and within
the Bay of Bengal (Chen et al. 2018). Future work in this
direction will enhance our knowledge of the highly influ-
ential interactions and exchanges between the tropical
and extratropical regions (particularly during active
phases of the IO dipole) and will therefore contribute to
a better understanding of climate variation.

5 Appendix
5.1 Linear Ocean Model (LOM)
We simulated climatological variability in the IO using a
linear ocean model (LOM). The model has been discre-
tized in a spherical coordinate system with a grid spa-
cing of (1/4)° in both zonal and meridional directions.
The model domain extends from 35 to 120° E and from
25° S to 20° N and adopts realistic coastlines except for
the lack of connection to the Southern Ocean and the
Pacific Ocean. The LOM is written for the development
of zonal velocity u(n)(x, y, t), meridional velocity v(n)(x, y,
t), and geopotential Φ(n)(x, y, t) associated with the gen-
eric n-th baroclinic mode. For each baroclinic mode
these are related through

u nð Þ
t − f v nð Þ þΦ nð Þ

x ¼ α nð Þ τx

ρ0
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hmixHbottom

p
þ SGSx; ð9aÞ

v nð Þ
t þ f u nð Þ þΦ nð Þ

y ¼ α nð Þ τy

ρ0
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hmixHbottom

p
þ SGSy; ð9bÞ

Φ nð Þ
t þ c nð Þ

� �2
u nð Þ
x þ v nð Þ

y

� �
¼ 0; ð9cÞ

where horizontal and temporal partial derivatives are de-
noted by subscripts x, y, and t respectively. f denotes the
Coriolis coefficient. ρ0 = 1027 kg/m3 is the reference
value of water density. The vector (τx, τy) represents
wind stress. The mode-dependent parameters α(n) and
c(n) have been calculated in the present study using the
climatological annual mean stratification of the tropical
IO (explained later in this section). The definition of α(n)

is described in detail in the Appendix of LA20. The
values of α(n) and c(n) used in the present study are given
in Table 1. The present study defines the mixed layer
depth as the depth where temperature is lower than the
surface by 0.2°C and calculated it using Argo float data.
From the resulting annual mean of mixed layer depth in
the tropical IO, we set hmix = 35 m. Hbottom= 5500 m
represents the reference depth of the bottom of the
ocean in the tropical IO. The subgrid-scale terms, which
are labelled as SGS in (9a) and (9b), indicate the effect of
lateral eddy viscosity applying the Smagorinsky et al.
(1965) scheme with a nondimensional coefficient of 0.1
after squaring.
Reconstruction of vertical profile based on the output

of LOM is done by using the eigen vectors, as in previ-
ous studies. While LA20 executed a series of numerical
experiments focusing on the first three baroclinic modes
which assumed no motion at the bottom, the present
study has investigated the first six baroclinic modes
under the assumption of a free-slip bottom boundary
(Chelton and Schlax 1996; see below). The first six
modes explain about 80% of baroclinic kinetic energy
fraction in the equatorial regions of a global ocean re-
analysis, as shown by Fig. 1 in Toyoda et al. (2021). The
Sturm-Liouville equation for the baroclinic normal-
mode decomposition associated with a stratified ocean
may be written as

F nð Þ
z =N2

� �
z
¼ −1

c nð Þð Þ2
F nð Þ; ð10Þ

where F(n) = F(n)(z) and c(n)are the eigenfunction and
non-rotating gravity wave speed, respectively, of the n-th
baroclinic mode. The symbol N =N(z) in (10) is the
buoyancy frequency which we have given based on the
vertical profiles of climatological annual mean salinity
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and temperature in the tropical IO (20° S–20° N, 40–
110° E) from the World Ocean Atlas. We have solved
(10) using a Neumann boundary condition, F ðnÞ

z ¼ 0, at
both the surface and bottom of the ocean and obtained
c(n)=2.63 m/s, 1.57 m/s, 0.956 m/s, 0.706 m/s, 0.557 m/s,
and 0.467 m/s for the first six baroclinic modes. The
vertical profiles of the eigenfunctions are shown in Fig-

ure 9 in Appendix where
R 0
−Hbottom

ðF ðnÞÞ2dz ¼ Hbottom and

bottom depth Hbottom= 5500 m. The parameter α(n) of
wind forcing partition in (9a)–(9b) has been determined
in the same manner as that in LA20.
McCreary (1984) demonstrated that the vertical propa-

gation related to equatorial waves can be described by the
sum of baroclinic modes. The present study has recon-
structed the vertical structure of the tropical IO by using
the results of model experiment associated with funda-
mental six baroclinic modes. Quantities in the depth

coordinate, such as geopotential Φ(x, y, z, t), zonal velocity
u(x, y, z, t), meridional velocity v(x, y, z, t), and vertical vel-
ocity w(x, y, z, t), are obtained as

Φ x; y; z; tð Þ ¼
X
n

Φ nð Þ x; y; tð ÞF nð Þ zð Þ; ð11aÞ

u x; y; z; tð Þ ¼
X
n

u nð Þ x; y; tð ÞF nð Þ zð Þ; ð11bÞ

v x; y; z; tð Þ ¼
X
n

v nð Þ x; y; tð ÞF nð Þ zð Þ; ð11cÞ

w x; y; z; tð Þ ¼
X
n

−1

N2

∂
∂t

Φ nð Þ x; y; tð Þ
� �

� ∂
∂z

F nð Þ zð Þ
� �

; ð11dÞ

and have been applied to each of the 100 snapshots ob-
tained from the final year of model output.

Fig. 9 The vertical profiles of eigenfunctions F(n) associated with fundamental six baroclinic modes in the tropical Indian Ocean, calculated by
solving the Sturm-Liouville problem. Details are in the Appendix
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Wave energy Eq. (3a) should include wind forcing and
dissipation terms. These terms yield the energy flux po-
tential defined in (8a)–(8b) in a climatological equilib-
rium state of wave energy. The depth-integral of the
wind forcing term is written as

u x; y; 0; tð Þτx þ v x; y; 0; tð Þτy

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Hbottom

hmix

r X
n
α nð Þ u nð Þ x; y; tð Þτx þ v nð Þ x; y; tð Þτy
h i

ð12Þ

which is referred to as wind input (see contours in Fig.
6a, b and color shading in Fig. 7).
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